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_TRODUCTION

The 2nd International Symposium on Magnetic Suspension Technology was held
at the Westin Hotel in Seattle, Washington on August 11-13, 1993. The symposium was

sponsored by the Spacecraft Controls Branch of the Langley Research Center in
coordination with the Office of Advanced Concepts and Technology (OACT) at NASA
Headquarters. The symposium was chaired by the following people:

Nelson J. Groom, Chairman
NASA

Langley Research Center
Hampton, VA 23681-0001

Dr. Colin P. Britcher, Technical Program Chairman
Dept. of Aerospace Engineering
Old Dominion University
Norfolk, VA 23529-0247

Virginia B. Marks, Administrative Chairman
NASA

Langley Research Center
Hampton, VA 23681-0001

An international steering committee assisted in selecting and reviewing submitted
abstracts and in structuring the symposium sessions. The steering committee consisted of
the following people:

Dr. Karl Boden
KFA-IGV
PF-1913
W-5170 Julich
GERMANY

Dr. James Downer

SatCon Technology Corporation
161 First Street

Cambridge, MA 02142-1207
USA

Dr. Michael J. Goodyer
Department of Aeronautics and Astronautics
University of Southampton
Southampton, SO9 5NH
ENGLAND

Dr. Robert A. Kilgore
CES Hampton
P.O. Box 4006

Hampton, VA 23664-0006
USA
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Dr. Alexander V. Kuzin

Microprocessor Systems, Electronics and Electrical Engineering
Moscow Aviation-Technological Institute
Petrovka, 27
103737, Moscow, K-31
RUSSIA

Dr. Chin E. Lin
Institute of Aeronautics and Astronautics

National Cheng Kung University
Tainan, Taiwan
REPUBLIC OF CHINA

Dr. Hideo Sawada

Aircraft Aerodynamics Division
National Aerospace Laboratory
7-44-1 Jindaij i-higashi-machi
Chofu

Tokyo 182
JAPAN

Dr. Roland Siegwart
Mecos Traxler AG
Gutstrasse 38
CH-8400 Winterthur
SWITZERLAND

Dr. David L. Trumper
Department of Electrical Engineering
Massachusetts Institute of Technology
Cambridge, MA 02139
USA

The goal of the symposium was to examine the state of technology of all areas of
magnetic suspension and to review related recent developments in sensors and control
approaches, superconducting magnet technology, and design/implementation practices.
The symposium included 18 technical sessions in which a total of 44 papers were
presented. The technical sessions covered the areas of bearings, beating modeling,
controls, vibration isolation, micromachines, superconductivity, wind tunnel magnetic
suspension systems, magnetically levitated trains (MagLev), rotating machinery and
energy storage, and applications. A list of attendees is presented in the Appendix.

The first symposium in this series was held at NASA Langley Research Center,
Hampton, Virginia in August 1991. The proceedings of this symposium are available as
NASA Conference Publication 3152, Parts 1 and 2.

The use of trade names of manufacturers in this report does not constitute an
official endorsement of such products or manufacturers, either expressed or implied, by
the National Aeronautics and Space Administration.
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AEROSPACE APPLICATIONS OF MAGNETIC BEARINGS

James Downer, James Goldie, Vijay Gondhalekar, and Richard Hockney
SatCon Technology Corporation

Cambridge, Massachusetts

ABSTRACT

Magnetic bearings have traditionally been considered for use in aerospace

applications only where performance advantages have been the primary, if

not only, consideration. Conventional wisdom has been that magnetic
bearings have certain performance advantages which must be traded off

against increased weight, volume, electric power consumption, and system

complexity. These perceptions have hampered the use of magnetic bearings

in many aerospace applications because weight, volume, and power are
almost always primary considerations.

This paper will review progress on several active aerospace magnetic bearing

programs at SatCon Technology Corporation. The magnetic bearing programs
at SatCon cover a broad spectrum of applications including:

(1) a magnetically-suspended spacecraft integrated power and
attitude control system (IPACS)

(2) a magnetically-suspended momentum wheel

(3) magnetic bearings for the gas generator rotor of a turboshaft
engine

(4) a vibration-attenuating magnetic bearing system for an
airborne telescope

(5) magnetic bearings for the compressor of a space-rated heat
pump system

The emphasis of these programs is to develop magnetic bearing technologies
to the point where magnetic bearings can be truly useful, reliable, and well

tested components for the aerospace community.

L]_E-.-_ _ L_i_,_jj,=_¥ _LA_
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SatCon has three current programs involving magnetic

bearings, two in fabrication/testing stage, one in final design.

Usual disadvantages:

More expensive hardware

Complicated controller

Backup bearings

Usual advantages of magnetic bearings:

Vibration control

No lubrication

High speed

No wear
Extended life
Less heat



THE FREON COMPRESSOR (PHASE II, SDIO)

Rationale: Heat pump/thermal management system shown to be
more efficient in reducing mass and radiation area.

Goal: Develop with Mainstream Engineering, integrated freon
heat pump capable of 5 year lifetime.

Sensors, actuators, and auxiliary bearings integrated in a small
package with a high-speed induction motor.

Design Specifications:

Operating speed: 24 krpm

Rotor mass: = 5 kg
Overall mass: 15 kg
Required motor output: 7 hp
Rotor 1 st flexible mode > 500 Hz
Environmental conditions.

Temperature Range: 230 K -400 K

Magnetic bearing loads up to 2 g's + Compressor
Axial load

Components must operate in Freon 113

5



• Schematic of system:

LIP SEALS
\

AUXILIARY
_,RINGS

PHASE
CHANGE

_-- CHAMBER

/ \ J \

/ __ MOTOR

H RADIALMAGNETIC
OUSINGS

AND IMPELLERS BEARINGS

AXIAL
MAGNETIC
BEARING

Freon Compressor Schematic

Two radial bearings and one axial bearing.

Bearing geometry dictated by flexural consideration.
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BEARING ACTUATOR

Radial

Real time force control requirements. 2 g of shaft acceleration

for both the radial and thrust systems and capability of the
thrust bearing to compensate the thrust load from the
compressor (450 N)

Separated bias and control coils: reduces power amplifier
number to four and single bias supply.

Bias /

Control

Magnetic configuration of eight pole radial bearing showing flux
paths and coil arrangement.



Copper

end tu_

Laminated Rotor

Insulation /
Laminated Rotor

Radial actuator side view to scale.
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Thrust

Require 450 N bi-directional with _+2g superimposed

Startup requirement mandates ramping capability under closedloop control.

Geometry: dual rotor/single geometry (fewer components and
less V-A capability but greater mass)

• P-M Magnetic Bias.

Un-laminated. Core losses acceptable.

Flux Bias FluxC°ntr°l

i ::::;:!:i:!iii:i!i!i!!:i:

Control COilp M,/MaJne_ermanent Pole Pieces

Permanent magnet biased geometry for thrust actuator with flux
paths indicated.
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Precision journals on center shaft as targets for the radial
inductive sensors.

Unit is designed to run in zero-g; it must be tested with the shaft
oriented both vertically and horizontally.

Auxiliary Bearings:

• Momentary support during failures and startup.

• Two sets of duplex angular contact bearings integrated
into the end housings and pre-loaded.

• LJnlubricated, since incompatible with Freon 113

1]



Complete
actuators.

0 I _- 3 4 5 15

i,=,l,t,i

compressor showing positions of magnetic bearing

Status

Thrust loop has been closed.

One directional radial loop shakedown underway, non-zero bias

from complementary actuators complicates testing.

Compressor impellers not yet designed.
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MOMENTUM WHEEL (SBIR PHASE II, NASA, GODDARD)

Rationale: Vibrations of momentum wheel bearings in spacecraft
degrade instrument and pointing performance.

Standard Approaches. Design structure to separate modal from

vibrational frequencies, minimize residual mass imbalance,
passive isolators.

Alternately: Use magnetic bearings to eliminate vibrations and
mass imbalance by use of bearings with programmable
compliance.

Goals- Design and fabricate magnetically suspended momentum
wheel and test for operation in l g ground experiment.

SPECIFICATIONS

Base line TELDIX DR-68 momentum wheel

Momentum

Speed range
Inertia

Run Up time

Tm_n(designed)
Tmin (measured)

68 Nms (92.2 ft-lb)
3500 - 6600 rpm
0.1082 kgm 2

19 min (1140 sec)
0.06 Nm
0.092 Nm

at 6000 rpm

Critical design criteria for SatCon Momentum Wheel

Nominal op. speed 6000 rpm

Nominal Stored Momentum 68 Nms at 6000 rpm
Motor Peak Torque 0.1 Nm
Maximum bus power available 120 W
Torque for precessing wheel 0.57 Nm

]3



DESIGN ISSUES AND QUALITATIVE GUIDELINES

Must operate in 1 g

• Spins about inertial axis

Concentrate mass at periphery to maximize inertial

Touchdown bearings fabricated with conventional technology

Magnetics with overcapacity in terms of forcing and torquing

Actuators to utilize large lever arms for precessional torque

Sensor gaps measured at pole faces (collocated).

14
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Alternate Magnetic Bearing Actuator Configurations in Momentum
Wheel.
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ACTUATOR GEOMETRY

Four bearings at periphery for torques (T x, Ty, and forces Fz)

Radial bearing at hub (F x, Fy)

Non-laminated.

Drive motor at center of hub

MECHANICAL DESIGN

Rotor

Housing structure

Inertial rings

Bearing actuators

Motor drive

16



Radial Bearing

(Journal Bearing)

Base (light alloy) /

Auxiliary bearing (tilt) _ \

__ 'ringrtsia _ __------------------_/_-_/A'_'__,_

Connecting shell / / /[_ !

Auxiliary bearing (axial, radial)
Motor

Housing (graphite epoxy)

Axial bearing

.... __..__ .... (Thrust Be_in_)

Thrust and radial bearing placement in the low noise momentum
wheel design

17



• Touchdown surfaces:

Radial Touchdown

Axial Touchdown

Tilt Touchdown

Auxiliary Bearing Operation
• Use 'Vespel' (DuPont) -dimensional stability, low friction, high

PV limit.

18



• Stress loading at 6000 RPM"

.018 mm

.042 mm

Deformed and undeiormed shapes are ovedmposed.

H
.03 mm

.026 mm

Deformation of the Rotor Under Centrifugal
Thrust Sensors Operate in Pairs to Reject
Signals

Loading
Common Mode

19



MAGNETICS DESIGN

Axial Bearing: 80 N, maximum, 0.6 N-m

PolePieces ","
S%S

, ....... ! .s%J

s%S

Coils ,,,
I%J

's _ permallent

"_"1 Magnet

bS%P

Wheel i!i::i::":_i::::i!_i ,',"
Momentum
Bac_on L [ """

.,:+:.:. ,,/%,¢

,/%/

_,:-

Thrust Actuator Configuration

\
\

/

/

Thrust Actuator Location
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Radial Bearing Actuator: 80 N max, Bias at .26 T, 400 A-T/coil,
Tandem Sets of Four Poles

Rotating Part
Stationary Pole Face

Sensor A

N

S

Sensor B

Coils

X

Radial bearing gap measurement with 2 sensor heads

21



Torque Motor: Lorentz Force, 0.1 N/m, 3-phase, Ironless
Armature, 4-pole

Ma •. ac_"ort

Coil

Torque Motor Configuration

CONTROLLER IMPLEMENTATION

Designed to compensate for mass unbalance (rotation around
mass center vs. geometric center)

Elimination of synchronous disturbances

22



CONCLUSIONS

Dimensions

Steady State
Power

Maximum Wheel
Precession Rate

Torque Vibration
at GOES

spacecraft mass
center

350 mm Diameter

120 mm Height

< 26.5 Watts

Forces at 6000rpm with
0.75 gm cm residual

static imbalance
F=4.7N

Measured at 6000rpm
Tx = 7.46 Nm
Ty = 6.83 Nm

Tz = 7.46 Nm

SatCon Low
Vibration

Momentum Wheel

8.3 Kg

384 mm Diameter

88 mm Height

< 10 Watts in lg

< 5 Watts in 0g

0.03 rad/sec in lg
0.08 rad/sec in 0g

(rain required

7.6x10 "3)

Forces at 6600 rpm
assuming 0.75 gm

cm static imbalance
F = 0.27 N

Simulated including
measurement error

Tx=Ty=Tz < 0.7 Nm

MAGNETICALLY-SUSPENDED SPACECRAFT INTEGRATED POWER

AND ATTITUDE CONTROL SYSTEM (Si31R PHASE II, NASA,
MARSHALL).

Rationale:

Spacecraft utilizing solar power generation use batteries
as energy storage elements.

Flywheel Storage: Potentially longer operational life-time,
lower maintenance requirements, higher energy densities,
and peak power capability.

Goal:

Integration of all current technology advances into workingmodel.

Design, build, and evaluate system capable of 2 kW-hr at

40 W-hr/kg and 2 kW and charge/discharge efficiency
greater than 85% all in 1 g.

23



• Schematic of Fabricated Device:

Conical Magnetic Bearing

Motor/Generator

Spherical Cap

Shaft

Frame

_B Mech.

eadngs

::ii:l and
Torquer

Flywheel "
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" Actual Geometry:

25



• Status:

• Assembly complete

• Ready for testing

• Instrumentation in progress

26
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Nonlinear Control of Magnetic Bearings

A. K. Pradeep* R. Gurumoorthyt

June 16, 1993

:/

Abstract: In this paper we present a variety of nonlinear controllers for the magnetic bearing that ensure both

stability and robustness. We utilize techniques of discontinuous control to design novel control laws for the magnetic
bearing. We present in particular sliding mode controllers, time optimal controllers, winding algorithm based con-

trollers, nested switching controllers, fractional controllers and synchronous switching controllers for the magnetic

bearing. We show existence of solutions to systems governed by discontinuous control laws, and prove stability and

robustness of the chosen control laws in a rigorous setting. We design sliding mode observers for the magnetic bearing,

and prove the convergence of the state estimates to their true values. We present simulation results of the performance

o/the magnetic bearing subject to the aforementioned control laws, and conclude with comments on design.

1 Introduction

Magnetic bearings require high precision control systems to ensure adequate stability, stiffness and robustness. Mag-
netic bearing controllers are typically linear controllers that perform pole placement through state feedback. Nonlinear

control techniques on the other hand provide surprisingly simple, yet stable and robust controllers. It is our con-
tention that nonlinearities can be introduced and exploited in a controlled manner to provide significant performance

enhancements without increasing the complexity of control. To this end we present the following control techniques
and controllers for the magnetic bearing.

• Sliding mode control of magnetic bearings.

• Minimum time control of magnetic bearings.

• Winding algorithm based control of magnetic bearings.

* Nested switching control of magnetic bearings.

• Synchronous control of magnetic bearings.

• Fractional control of magnetic bearings.

* Sliding mode observers for magnetic bearings.

Each of the aforementioned control methodologies utilizes discontinuous control of the magnetic bearing. We

show rigorously the existence of solutions to these highly nonlinear systems and prove the stability and convergence
of the magnetic bearing system subject to each of these control laws.

The organization of this paper is as follows. In the first section we present the basics of the theory of differential

equations with discontinuous righthand sides. The second section presents the dynamical equations of the magnetic
bearing. The third section presents the theory, proof and simulation of a sliding mode controller of a magnetic
bearing. In the fourth section we present the theory, proof and simulation of a minimum time controller of a

magnetic bearing. Section V of this paper presents winding algorithm based control of the magnetic bearing. The

sixth section presents the theory, proof and simulation of a nested switching controller of a magnetic bearing and is
followed by the synchronous controller in the eighth section. The ninth section of this paper presents a fractional

controller and a conjecture pertaining to the stability of the fractional controller. We conclude this paper with a

presentation of sliding mode observers in the tenth section. The appendix lists facts and definitions from real analysis
useful towards understanding the mathematics presented in this paper.

*Control Systems Laboratory, Corporate Research and Development, General Electric Company. Schenectady NY 12065
t Electonics Systems Laboratory, Corporate Research and Development, General Electric Company. Schenectady NY 12065
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2 Differential Equations with Discontinuous Righthand Sides

As a prelude we compare and classify ordinary differential equations based on the nature of their right hand sides.

Consider a differential equation of the following form.

(1)

= f(x, t) (2)

2(0) = ,0 (3)
x E_ tER+ (4)

f(_, t): _" × _+ -" _" (_)

The smoothness assumptions on f(x, t) determine the kind of differential system referred to by (1).

The three major kinds of differential systems are

1. Cauchy Differential Systems: In the domain D of the (x, t) space,

• f(x, t) : _" × !tO+ -" _" is continuous in x.

• f(z, t) : _'_ × R+ --* _" is continuous in t.

2. Caratheodory Differential Systems: In the domain D of the (x, t) space,

. f(x,t) : R_ × _+ --* _ is continuous in 2.

• f(z,t) : _n × _+ __. 3 n is discontinuous in t on sets of zero measure.

3. Filippov Differential Systems: In the domain D of the (x,t) space,

• f(x,t) : 3 n × 3+ --* _n is discontinuous in x and t on sets of zero measure.

The nature of the righthand sides indicates the kinds of solutions (strong or weak) that exist for the differential

system. From a control systems engineering standpoint, the use of discontinuous controls necessitates the need fora

careful stability analysis owing to the nature of the solutions that exist for such systems.

2.1 Filippov Differential Systems

In this section we will develop solution concepts and conditions for existence of solutions to differential equations

with discontinuous right hand sides. Such equations represent physical systems governed by switching behaviours.

Instead of describing solutions for differential equations with discontinuous right hand sides, we will consider

differential inclusions which include the said discontinuity as a special case. We will then describe generalized

solution concepts for these differential inclusions, and will present conditions for existense of generalized solutions to

differential inclusions.
We consider Filippov Differential Systems of the following form.

(6)
: f(x, t) (7)

_(t=0) = _0 (s)
z E _" t E _+ (9)

f(x,t) : 3" x 3+ _ !1¢" (10)
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where in the domain D of the (x, t) space,

• f(_, t) : _'* x _+ --_ 3 n is discontinuous in x E D on sets of zero measure.

• f(z,t) : 3" x _+ --_ _" is discontinuous in t (5 D on sets of zero measure.

• f(x,t) : _" × _+ _ _ is measurable in t E D for each x E D.

• ilf(x,t)ll <_ Kt(t) v (z,t) E D where Ks(t): 3+ --, R is summable.

The aforementioned conditions on the function f(x,t)3" x _+ ---" _'_ are also called Filippov conditions.

We will now consider a differential inclusion that adequately describes the discontinuous system. Though the

3 '_ × 3+ ---" B_" of equation (6) is undefined on sets of zero measure, we choose instead to represent
function f(z,t) : _ 3 '_ valued map on such sets of zero measure. That is to say, if for
the function f(z,t) : × R+ -_ by a set _ formally define the function to be set valued
instance the function is undefined at a point (x*,t*) E x _+, we

at the point (z*,t*). Indeed, depending on the set-value attributed to the function at the point (x*,t*), we may

show the existence of certain generalized solutions to the system (6). To construct the inclusion intelligently, we need

some knowledge about the behaviour of the function f(x,t) : × _+ --. 3 _, in a neighbourhood of the point of



discontinuity.Tojustifythe use of the inclusion, we must show that given any arbitrary ( E _R+, there exists a small

enough 8 E _+ neighbourhood of the point of discontinuity, such that, the trajectories of the differential equation

in this 6 neighbourhood are • close to the solutions of the differential inclusion. Furthermore, as the size of the set

containing the point of discontinuity shrinks to zero, that is 6 ---+ 0, the solutions of the differential equation tend

to the solution of the differential inclusion. That is to say, that the trajectories of the differential equation weakly
converge to the solution of the differential inclusion. We will say more about this later.

Indeed, given a discontinuous differential system of the form (6), henceforth we will replace it (whenever
possible) with a differentialinclusion of the following form.

e _'(., t)

x(t = 0) = x0

T(x,t) :R _ x _+ --+S E W'

where S is a set in _n and in the domain D of the (,, t) space,

• the set valued map Jr(x, t) : _R" × _+ -.-+S E 9_'_ is upper semi-continuous.

• The Range[Jr(z, t)] E _" is compact and convex.

Comment 2.1 The definition of the inclusion jr(x, t) is such that it is single-valued in the domain of continuity of

the function f(x, t); indeed it is equal to f(x, t) in the domains of continuity, but is set valued in the domains ofdiscontinuity of f(x, t).

Comment 2.2 It is important to note the properties of the set S E _" which will be used for the existence of solutions.

We now formally define the solution of a Filippov differential system.

Flllppov Solution Concept: An absolutely continuous vector function s(t) : _+ --+ 9_" is defined to be a
Filippov solution of the Filippov differential system (I1) q"for almost all t E D,

ds

_71,=,- _ .r(s(t*), t*)
where (16)

T(s(t*), t*) s t* *
= f( ( ),t ) in the domains of continuity (17)

.r(s(t*),t*) = _ i'_ eon_ex-hul_(B(_,_)_ N,t)
_>o .N=o (18)

and r}uN=0 denotes the intersection over all sets N of Lebesgue measure zero where the functionf(x,t) is eitherundefined or discontinuous.

Comment e.3 In the domains of continuity off(×,t): _. --+ _'_, the inclusion .Tr(x,t) is the same as the function
and therefore the set operation E in equation (158) must be replaced with the strict equality =

The utility of the Filippov solution concept is that it is indeed the limit of solutions to (6) averaged over neigh-

bourhoods of diminishing size. The key point to be understood is that the Filippov trajectories of the discontinuous
system remain close to the true trajectories.

As is evidenced in the proofs of the Cauchy and Caratheodory systems, the method of constructing solutions

to differential equations begins by constructing sequences of approximating solutions, and then ensuring that theapproximations converge in some sense.

We now state the theorem that guarantees the local existence of Fi]ippov solutions.

Theorem 2.1 Local Existence Of Filippov Solutions To Filippov Differential Systems

Given (G1) A Filippov differential system of the form (11).

If (I1) The domain D where f(x, t) is specified for almost all t

(x, t) _ _- × _+ : II_ - x011_<A'_ and t < A',

(12) f(z,t) : _'_ × _+ _ Rn is measurable in t E _+ for all x E 9_"

(Is) IIf(x,t)l I < Kl(t ) V (x,t) E D where Kl(t) : _+ ---+ _R is summable. Furthermore there exists K I E _+
such that K! > IAs(t)l v t E D

(I4) The differential inclusion in (11), .T'(x, t) : _" × _+ .--+ S E 9_", where S is a set in _" and in the domain
D of the (x, t) space satisfies the following two assumptions.

• the set valued map f(x, t) : _'* × _+ -..+ S E _'_ is upper semi-continuous.
• the set S E _ is compact and convex.

Then (T1) The differential system (11) hasat least one Filippov solution s(t) : _+ ---+ _" for t < min(1G, _)
satisfying the initial condition s(O) = xo.

(11)

02)

(a_)

(14)

(15)
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3 Dynamic Equations of the Magnetic Bearing

The dynamic equations of the magnetic bearing [RG93] may be written as follows•

[ _l 0,x, 1,×4 zl + B u_2 = 04x_ A[w] z2

,]

(19)

(20)

where,

xl E

x2 E

uE_ 4

yE_ 4

A : _+ ---" _4 ×4

I E _4x4

B E _4×*

:i

U 1

U 2

U 3

U 4

I'ly2

ya

y4

I°°0 0

0 0

0 0

0 1

0 0

0 0

rr_

0

0

11

(21)

(22)

(23)

(24)

°°10 0 (25)
0 -aw

aw 0

o o ] (26)

0 0

1 0

0 1

& 0 0 1

" _ , (27)
0 _m

0 -In Is

-t2 0 0 (28)

The state variables xl E _4 are the generalized positions and rotational angles while the state variables x2 E _4 are

the generalized linear and angular velocities.
Now choose a control law of the following form.

(29)

u = B-I[-A[w] z2 + v]

V 2

V _ _3

V 4

where the control inputs v E _4 will be specified later. Substituting control law (29) in the dynamical equations (19)

(20), we arrive at the decoupled form of the state equations written as follows.
- (31)

•' ' (32):E l _ X 2

• i v ix2 = i= 1,2,...,4

4 Sliding Mode Control of the Magnetic Bearing

In this section, we specialize the theory of discontinuous systems to a special class of systems of the following form.

3O



= f+(x) for Ix: s(x)> 01 (33)

= f-(x) for [x: s(x) < 0] (34)

wherex E_", and f(x):_"--._" and s(x):R"--. _. Note that S ={z : s(x) =0} is amanifold of dimension

n - 1. This manifold S is called the sliding manifoldor slidin9 surface• The dynamics of the system on this manifold

S is called the sliding dynamics or sliding modes of the system• The design of the manifold S is such that it is globally

attractive, and trajectories commencing from arbitrary initial conditions reach S in finite time. Furthermore, the
dynamics on S achieves the control objective.

Local existence of solutions is verified by modelling the system represented by equations (33) - (34) by the appro-

priate differential inclusions and verifying whether the inclusion satisfies the hypotheses of the theorem concerning
local existence of Filippov solutions.

Uniqueness, in the sense of the Fihppov solution is shown if either _f+(x) < 0 or a_ J-(x) > 0. This isOs(m) f ¢ \

shown in [SS83], [Fi188], [Fil61]. The physical interpretation of these conditions is simply that the trajectories of the
system are always directed towards S, thus rendering it attractive•

Example 4.1

= -ksgn[x]
sgn[x] = li#>o (3_)

sgn[x] = -1 i# < 0 (36)

(37)

Modelling the system (35) by a simple differential inclusion, we ,_ewrite (35) as

_ _(x)

where (38)

f(x) = sgn[x] i/x # o
9V(x) E [--1,1] ifx = 0 (39)

(40)
The inclusion in (38) is closed, bounded, convex and uppersemicontinuous and therefore by the theorem on existence
of Filippov solutions, Filippov solutions exist for this system.

The sliding modes of a system, defined to be the Filippov solutions to the system on the manifold S, are calculated

by performing Filippov averaging, which is a convex combination of dynamics on either side of the manifold S. Indeed,

by dynamics on either side of the manifold S, we merely refer to f+(z) and f_(x). The simple extension of the notion
of sliding manifolds to non-autonomous systems is shown in [SS83].

While the theory of existense of solutions has been developed for general nonfinear systems with discontinuous

controls, the methodology to design sliding mode controls to achieve stabilization or tracking is well understood

only for a restricted class of systems [SRS91]. In the following sections, we will present the theory for Linear Time
Invariant Systems - SISO and MIMO.

4.1 Sliding Mode Design For LTI Systems

Consider linear time invariant systems represented by the following equations

_ = A_ + Bu

(4a)

where _ E _'_, A E _"×", B E _m×n and the controls u E _"_. We will now prescribe the sliding mode controller
design procedure in a sequence of steps.

Step 1.

Check to see if the system is completely controllable. If the system is not completely controllable, a sliding mode
controller cannot be designed.

Step 2.

If the system is completely controllable, find a linear transformation of the state that recasts the system in the
controllable canonical form. That is find a transformation

x = T2, T E _ '_×'_
(42)

such that the state equations are of the form

0 0 o• , . .

= " ' "4- u (43)0 0 0 1 0
i:n bl b2 "'" bn 1
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Step 3.
We define S(x) : _" "* _ as

(44)

S(z) = alz, + a2z2 +"" +a--'z--1 + z.

where the coefficients aii = 1,2,...,n - 1 of (44) are such that the polynomial S(z) is a Hurwitz polynomial.

Furthermore, note that S = 0 is an n - 1 dimensional manifold, called the sliding surface.

Indeed now choose the control input u to be
(45)

u(t) = -bl x, - b2x2 .... b,.x. - vl(t) (46)

v(t) = -a,_2 - a2_3 ..... a.-,_. - kso-[S(_)l

Choice of control u enables us to rewrite the system in the form
(47)

_:1 ---- (48)

_:2 = (49)

_._, = (50)

s(_) =

It is easy to show that Filippov solutionsexist,and that S(x) = 0 is reached in finitetime from arbitrary initial

conditions. Furthermore on the n - 1 dimensional manifold S = 0, the reduced order dynamics is exponentially

stable.Consequently global exponential stabilityof the system isshown.
The choice of discontinuous input induces chatter in the system. To reduce the chatter, we utilizevarious

regularizationsand smoothings of the discontinuous sgn function. The common smoothing technique is the use of

the saturation function,which is presented in [SS83].
We now present a choice of continuous control input that enables us to reach the slidingsurface S = 0 in finite

time. Indeed, consider the control given by

u(t)

,_(t)

771.

Such a

X2

X3

--alza - a2x2 ..... a,-lx,-1 + S(z)

-k,g.[s(_)]

(51)

(52)

(53)

(54)

(55)

(56)

= --blxl - b2x2 .... b.x,_- vl(t)

= -a,x:a - a2:r3 ..... a._,z. - klS(_)l{sg"[S(=)]

> 1

choice of control u enables us to recast the system equations in the form

_I _ X2

x2 = x3

j:,._, = --a,x, -- a=z= ..... a._,z,,-, + S(z) (57)

s(=) = _klS(=)l_sg.[s(=)]

It is easy to show that Filippov solutions exist, and that the n - 1 dimensional manifold S(x) = 0 is reached in

finite time. Furthermore on the n - 1 dimensional manifold given by S = O, we see that the reduced order dynamics

is exponentially stable. Consequently global exponential stability of the system is shown. This control law u is

interesting in that it is continuous, but not differentiable.

Comment 4.1 The disturbance rejection properties of the discontinuous control law are significantly better than that

of the continuous control law. This indeed is the design tradeoff involved in designing continuous control laws.

Comment 4.2 The extension of the sliding mode control techniques to controllable MIM O systems that are decouplable

is trivial. Once the system equations are transformed into decoupled systems, each of which is in the controllable

canonical lorm, we apply the design method outlined earlier to design sliding surfaces for the decoupled system. Note

however that sliding occurs not at the individual surfaces, but at the intersection of all these surfaces.

Theorem 4.1 Sliding mode control of a magnetic bearing system.

Given (G1) A magnetic bearing system of the form (31)- (32).

If (11) The controls v' i = 1,2,... ,4 are chosen as (58)
' ' sgnta_x_ + z'a]= --al_ 2 -- k *

Vslidtng

Then (T1) Filippov solutions exist .for the system (31) - (32) subject to the control law (58).

(Te) The trajectories of the system (31)- (3e) subject to the control law (58) reach the origin in finite time.
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Figure l: Sliding Mode Control of a Single Axis of a Magnetic Bearing

Proof:

represented by equations (31) - (32) subject to the control law (58) can be modelled by the following inclusion.

_1 = -.i_i+s

_ T'(_) (59)
(60)

where the inclusions 9v/(x) : _ ---, [-k, k] are specified as

F'(x) = -k* sgn[a'lxl + x_] if I[_ll= > 0

e [-k,k]else (61)
(62)

i = 1, 2..... 4 (63)
The inclusions Ui(x) i = 1, 2,...,4 are

• closed, bounded, convex and uppersemicontinuous.

Invoking the theorem on the existence of generalized Filippov solutions, we conclude that Filippov solutions exist for
the system (31) - (32) subject to the control law (58).

Stability and robustness of the magnetic bearing follow from the earlier discussions. <16

The phase portrait of trajectories subject to the sliding mode control is given below.

I> To show the existence of generalized Filippov solutions we first note that the dynamical system

5 Minimum Time Control of the Magnetic Bearing

It is many times desirable in a magnetic bearing to choose a control law to perform regulation in minimum time. Such

minimum time regulation ensures good response to impulsive perturbation forces. To achieve regulation in minimum
time, we formulate the optimal control problem as specified in [AEB75].

Consider the minimum time optimal control problem with the functional to be minimized, given by

J = _o ts dt
(64)

Theorem 5.1 Minimum time control of a magnetic bearing system.

Given (G1} A magnetic bearing system of the form (31) - (32).

(G2) A functional to be extremized of the form (64).

If (11) The controls v _ i = 1,2,...,4 are chosen as

{ ', _sgn[x _ + x'l_jJ._ 1 . i ,

"°P"'°'= -sg.[_] 2 , ill_l+ 2 >0
iflzl + _'l-_!_l = 0 (65)

2
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Then (T1) The trajectories o] the system (31) - (3_) subject to the control law (65) reach the origin in minimum

time.

Proof: &l> Using standard methods of optimal control [AEB75], we write down the Hamiltonian function

_(x,,_, _,t) _ (66)

H(x, _,A, t)= 1 + _,,x_ + _2v'

Inspection of equation (66) reveals that the control vi that minimizes the Hamiltonian isgiven by
(67)

iv_= -sg.[M]vm_.

is the maximum permissible value of control. Without loss of generality, we will assume that v_a_ = 1.
where v,,,ax
where A1 and A2 are the co-state variables. The co-state equations are given by

(68)

_1 = 0 (69)

),2 = -_1

Integrating the co-state equations yields (70)

A_(t) = -Al(0)t- A_(O)

Therefore the optimal control is given as (71)

(0)t - _(0)lv = sgn[--)q

The control can assume only two values +1 or -1. When v' = +1, we integrate the state equations to obtain
(72)

_(t) = t + _(o)
t 2 (73)

_;(t) - + _(0)t + _(o)
2 (74)

Eliminating t we obtain

' [z_]_ + z_(0) - [_]'(0) (75)
zl -- 2 2

Similarly, when v i = -1, integrating the state equations we obtain
(76)

x_(t) = --t + z_(O) (77)

_(t) - e + _(0)t + _(o) (78)2
Eliminating t we obtain

, [x_l _ + _i(0 ) _ [_1_(0) (79)
zl - 2 2

These curves describe a family of parabolas, whose switching curve may be written as

,,_,, (80),:r,21 21
scx,t) = x; + ---y--

i be written as
VoptirnalIn terms of the switching curve, the control may

, { -sgn[z_ +_] ifiz_-_l>0 (81)

t 2 |

v°v""_"' = -sgn[z_] if Iz_ + _l = 0

<l& i is given below. Note the trajectories

The phase portrait of trajectories subject to the optimal control vopt,m_l
converging to the switching curve, which is nonlinear (while the switching curve in conventional sliding mode systems

is linear). The chosen control gains are (82)

k_ = 1 (83)

ks _ 2
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Figure 2: Minimum Time Control of a Single Axis of a Magnetic Bearing

6 Winding Algorithm Based Control of the Magnetic Bearing

The winding algorithm was introduced by [Kor68], [Pra92] and makes use of continuous switching between the surfacesi i

Xl = 0 and x 2 --- 0 to reach the origin. The interesting feature of this control technique is that the control has two

switches. One switch is used to change the direction, and the other is used to change the magnitude. By repeatedly
switching between the surfaces x_ = 0 and x_ -- 0, we wind closer to the origin.

Theorem 6.1 Magnetic bearing control utilizing the winding algorithm.

Given (G1) A magnetic bearing system of the form (31) - (32).

If (I1) The controls v i i = 1,2 .... ,4 are chosen as

' = -klsgn[xl] k '
_mdmg - 2sg.[x_]k,> k2> 0 (84)

Then (T1) Filippov solutions exist for the system (3I) - (32) subject to the control law (84).

(Te) The trajectories of the system (31)- (32) subject to the control law (84) wind to the origin in finite time.

Proof: $1> To show the existence of generalized Filippov solutions we first note that the dynamical system

represented by equations (31) - (32) subject to the control law (84) can be modelled by the following inclusion.
• , i

27 1 _ X 2

., (8s)
x2 6 _'+(z)

(86)
where the inclusions -_"(x) : _ _ [-(kl + k_), (kl + k_)] are specified as

-T'i(x) = -klsgn[xl] - _sgn[x2] if II_lt_ > 0 (87)
k

[-(k, + k2), (kl + k2)]else
i = l, 2..... 4 (88)

(89)
The inclusions _'i(x) i = 1, 2 .... ,4 are

• closed, bounded, convex and uppersemicontinuous.

Invoking the theorem on the existence of generalized Filippov solutions, we conclude that Filippov solutions exist for
the system (31)- (32) subject to the control law (84).

Let us first prove the stability and finite time stabihzation of the algorithm. To show stability, we use the extended

Lyapunov theorem, [AKP91] proofs for which may be found in [AC84]. The theorem is primarily used to conclude

weak-stabilityof differential inclusions by investigating generalized gradients of non-differentiable Lyapunov functions.
A brief statement of the theorem would be as follows.

Given a differential inclusion _ 6 F(z, t) and a nondigerentiable Lyapunov function V(x). 1J/or every element

v in the generalized gradient of V, there existsat least one element f 6 F(z,t), such that LFV < O, then the zero-

solution is weakly asymptotically stable.. Indeed, weak asymptotic stability is the best we could hope for when dealing
with set-valued differential inclusions.
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Now consider the system (31) - (32) subject to the controls u_,,a,,g. The system equations are

(90)
i

i:1 = t2 (91)

k2 = -klsgn[x_] - k2sgn[x'_]

Consider a candidate Lyapunov function

v = I_l +

i ' #0isgiven byThe derivative for _1, x2

k2x_ (93)

_" -- k, (94)

< 0
-- i 0, it is clear that we havei ...., 0. However, when _1 =

Therefore x_ -* 0, and the reduced dynamics is such that xl ' 0, for every

to investigate the properties of the generalized gradient of V. However, it is obvious that when xl =
element v of the generalized gradient of V, (which in this case happens to be any real number in (-1,1)) there exists

an element of the inclusion F(x, t) (indeed, choose f = v) such that the generalized gradient of V along the flow

of the inclusion F(z,t) is negative definite. The conditions of the generalized Lyapunov theorem are satisfied, and

hence the result.
Finite time is shown by considering the state equations of the planar dynamical system in the various quadrants.

Indeed, if the portrait of the system were to be drawn with x_ along the x axis and x_ along the y axis, we would

note the following.

, _ (95)zl = 4- in the first and third quadrants

i_ (96)x_ = :F in the second and fourth quadrants

Every instance the trajectory moves from the first quadrant through the fourth quadrant to hit the y axis, we see a
in the following manner.

contraction occurring in the magnitude of x2

(97)
,2 k, - k_[_]2(0)

[_] (t,)- kl Yk_

From the third quadrant through the second to strike the y axis again, we see the following contraction.

[x_]_(t_)- kx-k, _ [_]_(t') (08)

The state trajectory therefore winds to the origin. <1_b

The phase portrait of the planar dynamical system subject to the winding algorithm is illustrated below. Note

the very interesting way in which the state trajectories wind to the origin. The values of chosen control gains are

(99)

/;1 = 2 (100)

k_ = 1

7 Nested Switching Control of the Magnetic Bearing

Nested switching controls work well for planar dynamical systems [Pra92]. The basic approach is to permit chatter

about the dual sliding surfaces xi = 0 and x_ = 0. It is to be noted that chatter for multiple sliding surfaces is the

equivalent of limit-cycle like behaviour. Consequently, by utilizing multiple sliding surfaces, and nondifferentiable

controls, we are willing to tolerate limit-cycle like behaviour at the origin. Indeed, the problems associated with elim-

inating chatter in one-dimensional systems naturally extend to the higher order systems also. The use of saturation

functions to perform nested switching is an extension of the idea of using saturation functions in one-dimensional

systems, to many dimensions.

Theorem 7.1 Magnetic bearing control utilizing the winding algorithm.

Given (GI) A magnetic bearing system of the form (31) - (3_).

If (11) The controls v i i = 1,2 ..... 4 are chosen as

i _k2sgn[z_ - kasgn[x_]] (101)
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Figure 3: Winding Algorithm Based Control of a Single Axis of a Magnetic Bearing

Then (T1) Filippov solutions exist for the system (31) - (82) subject to the control law (101).

(T2) The trajectories of the system (31) - (82) subject to the control law (101) reach the origin in finite time.

Proof: _&I>

To show the existence of generalized Filippov solutions we first note that the dynamical system represented by
equations (31) - (32) subject to the control law (101) can be modelled by the following inclusion.

• i i

21 _ X 2

_; _ _-,(_) (102)
(103)

where the inclusions _'(_) : _ _. [-(k, + k2), (k, + _2)] are speci_ed as

_"(z) k _
= - _sgn[x2 - k, sgn[x,]]if Ilxll2 > 0

6 [-k2, k2] else (104)

i=1,2 .... ,4 (105)
(106)

The inclusions F'(z) i = 1, 2..... 4 are

• closed, bounded, convex and uppersemicontinuous.

Invoking the theorem on the existence of generalized Filippov solutions, we conclude that Filippov solutions exist for
the system (31)- (32) subject to the control law (84).

Consider the system (31)-(32) subject to the nested switching control law given by

i2 = -_san[_; +k, sg.[_i] (107)
008)

Now consider the following nondifferentiable Lyapunov function

v = [_ + kisg.[_i]] _

2 (109)
_" [x_ + ,sgn[za]J[z2 + 0]if Izll > 0

- k_l_; + k, sa.[_i]l (110)
< 0 (111)

(112)

Therefore z_ _ -k_sgn[z[]. Indeed, it is easy to see that this happens in finite time. As in finite time x 2 =k i i
- lsgn[zl]; now consider the Lyapunov function

v, - [_]2
2

(113)
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Nested Switching
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Figure 4: Nested Switching Control of a Single Axis of a Magnetic Bearing

i i

Z1Z2

i i
z,[_klsgn[zl] ] in finite time

k, lx'_l
0

(114)

(115)

(116)

(117)

It is clear that xl --* 0 in finite time. However, when x_ = 0, x[ e [-k_,k,], and is not equal to 0. This is where

chatter commences, and the system limit cycles between the surfaces x] = 0 and x[ = kzsgn[x]]. Such limit cycling0. Indeed if the multiplicand of sgn[z_] was to

behaviour is present as the gain kl is not slowly reduced as xl -'_
decrease in magnitude and finally equal 0 when x_ = 0, we can expect z_ to also be equal to 0 without chatter. This

indeed is the principle behind using saturation functions as opposed to sgn functions in nested control. We will now

show an extension of this method, without using saturation functions.
We now try to eliminate the problem of limit cycling between switching surfaces that was mentioned earlier. We

do this using the switching control law mentioned earlier which is of the form.
i -*- i (118)

Denote S = z_ + kxlz_l_sgn[z_]" Note that S is not differentiable at z_ = 0. However, almost everywhere, the

derivative of S may be written as

z_ (119)

= -k_s0nisl + k, i_l__-----q-_

By choosing a large value of k2, we hope to swamp the term k,_. Indeed, only in cases when this is possible,

it is possible to conclude that (120)

And the conclusions of the previous section follow, without the limit cycle behaviour.

The phase portrait shown below illustrates the properties of the control law. The values of chosen gains are
(121)

k, = 0.5 (122)

k2 = 5 (123)

m = 2

For the same values of control gains, it is possible to choose a higher order fractional index, and the resulting

phase portrait is shown below.
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8 Synchronous Sliding Control of the Magnetic Bearing

In this section, we present an interesting property of a modified vector sliding mode control law [AKP92a], [AKP92b],
[AKP 5], and its possible apphcation. The property of this modified vector sliding mode control law is such that

it achieves simultaneous regulation for a group of n scalar systems with n inputs [SMSar], [SMS93], [SMS 7].This

control technique has interesting implications for the magnetic bearing. Using this control technique it is possible to

regulate the states of the multivarious magnetic bearings to the origin synchronously thus eliminating the possibility

of inducing overshoot torques. The control law has the interesting property that it is a closed loop control law which

can be prescribed without explicit reference to the initial conditions of the system. The law is interesting in that it

introduces coupling between decoupled systems to achieve the synchronization objective• We present the basic theory
of synchronous sliding control, and later speciafize it to the case of the magnetic bearing.

8.1 Synchronous Sliding

Consider a group of n scalar deeoupled systems of the form

x- un (124)

i oI iof (125)Zni0) Z.0

where the states z, e _, the controls ui • _ i = 1,2,..., n the initial conditions _,0 • _ i = 1,2, •, -. With minor
abuse of notation, we create a new state vector _ C , where _ = [ ¢1 ... _, ]r '"_n

The control objectiveis to regulate the states from non-zero initiaJ conditions to the origin, in finite time. That
is, that there exist instants of time t_ < oo • _+ i = 1, 2.... , n such that the following is true.

_:,(t)=0vt>tti=l,2 .... ,.
(126)

We choose n sliding mode control laws of the following form to ensure achievement of the control objective.

u, = -k,_-_ if Ix d #0 i= 1,2 .... ,n (127)

where ki • _+

Comment 8.1 We note here that the controls ul i = 1,2,... are decoupled, in that u, is a function only of z,.
Also note that the time taken by each state x, i = 1, 2,..., n to reach the origin is a function of its initial value
zi(O) i = 1,2 .... ,n and the control gains ki i = 1,2,...,n.
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Comment 8.2 Also note in equation (127) we did not specify the control law at [_cil = 0 i = 1, 2,..., n. Indeed,

_,, = -k,sgn[x,] Ixd # 0. We do not specify the control at Ix,I = o. As the control is not specified only on sets

of zero measure, it does not affect the existence o/Filippov solutions shown by modelling the system by a differential

inclusion.

We now present some interesting properties of a modified sliding mode control law that deliberately introduces

coupling between the decoupled systems. We present proof of existence of solutions, proof of stability, and proof of

synchronous finite time convergence for the modified sliding mode control law. In order to do so, we formalize the

notion of synchronous finite time converge rice.

Definition 8.1 A set of n E Z+ variables x,(t) : _+ _ !R i = 1,2,... ,n are said to reach the origin synchronously

commencing.from nonzero initial conditions _i(O) # 0 i = 1,2,.. n if there exists an instant of time t* < oc E _+

such that the *foilowin9 is true. (128)

_,(t) # 0vt<t* (129)

_,(t) = 0vt>t* (130)
i= 1,2,...,n

That is to say, that the states with nonzero initial conditions (an assumption we make without loss of generality)

are regulated to 0 at the same instant of time t*. There are many practical apphcations where such synchronous

regulation is important. A typical apphcation is a multifingered robot hand that grips an object. It is important to

ensure that the fingers touch the object synchronously and thus cause force closure without imparting motion to the

object. We will say more about this later.
It is possible to ensure synchronous motion using a simple sliding mode feedback where the control gains are chosen

with explicit dependence on initial conditions. Indeed, given the initial conditions exactly, we choose a decoupled

control law that uses the values of initial conditions to derive control gains that guarantee synchronous reaching of

the origin. For the sake of completeness we state the control law as follows.

Theorem 8.1 Synchronous regulation with explicit dependence on initial conditions.

Given (G1) A nonlinear system of the form (124) - (125).

(G2) A control law o*f the *form (127)

If (II) ki i = 1,2,... ,n are chosen such that
(131)

Ixi(0)l Ix'(0)l i= 1,2,...,n j =l,2,...,n
k, kj

Then (TI) Filippov solutions exist *for the system (12_) - (125) subject to the control law (127).

(T2) The sur.faces x, = 0 i = 1, 2,.. • n are reached synchronously at a time t* = _tk--_.

Proof: & I> The proof is quite straightforward and utilizes standard facts from sliding mode control theory.

The existence of Filippov solutions is shown using the fact that the modelling differential inclusions _',(z) : _ ---'

[-1, 1] are closed, bounded, convex and uppersemicontinuous. Note that _-,(z) : !R _ [-1, 1] are defined as follows
(132)

Xi

F,(x) = -kil-_, ] if Ixil :_ 0 (133)

E [-1,1] if I_,l = 0 2

Stability is shown using the candidate Lyapunov function V(z) : _'_ --' _+ given by V(z) = _,"=1 _- whose
n

derivative along the flow of (124) - (125) is given by I/ = - _,=_ I_,1. Indeed 1/ is negative definite proving global

exponential stability of the origin.
Finally, the time taken to reach the origin is given by t_' = _ i = 1,2,.. •, n. Now using the assumption that

= _ i = 1,2 ..... n j = 1,2,...,n, we see that t_ = t_ .... t_ = t*.
k, kj

This completes the proof of the theorem. <l&

Comment 8.3 The control law is inelegant to implement as it explicitly depends on the initial conditions. It would be

desirable to develop a state .feedback control law that would achieve the same objective, but one whose control 9ains

do not explicitly depend on initial conditions.

We now propose a state feedbazk control law that would ensure synchronous regulation.

Theorem 8.2 Synchronous regulation with state.feedback.

Given (G1) A nonlinear system of the .form (12_) - (125).
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If (11)
The controls u, i = 1, 2 ..... n in equations (124) - (125) are chosen to be

Ui = -k* xi

ilxl[2 if Ilxl[2 > 0 i = 1,2 ..... n (134)
rl

_=1 (135)

where k* E 3+ (136)

Then (T1) Filippov solutions exist for the system (124) - (125) subject to the control law (134).

(Te) The surfaces x, = 0 i = 1, 2.... n are reached synchronously at a time t* = _ where IIx(0)ll2 is the

2-norm of the vector of initial conditions, given by 11_(0)112= [_,"--1 _(0)]½

Proof: 6 I> We prove the theorem in three steps. First we show existence of generalized Filippov solutions to

the system (124) - (125) subject to the control law (134). We then show attractivity of the origin when subject to

the control law using a simple Lyapunov argument. Finally we show the achievement of synchronous regulation, by
explicitly computing the times taken to reach the origin. We first make the following comments.

Comment 8.4 It is interesting to compare the control laws given by equations (127) and (134). While the control

specified by (127) decouples the system entirely, the control specified by (134) introduces a coupling between the

through the 2-norm of the state vector Ilxll=. Furthermore, note that the control gains k* remain the same for allui i= 1,2,...,n.

Comment 8.5 The discontinuous control law (134) is not defined at the origin, the same way the function sgn[(.)] :

---, [-1, 1] is not defined when (.) = O. But also note that the control law specified by (134) is bounded by k*. Indeed,
as _ < li= 1,2 .... ,n, ul < k'i=1,2 .... ,n.

Step 1: Existence Of Filippov Solutions

To show the existence of generalized Filippov solutions we model the system (124) - (125) subject to the control
law (134) by the following differential inclusion.

• E "

_- Y.i_) (137)

where the inclusions 9r,(x) : _ ___ [-k*, k*] are specified as

U,(z) = -k* xi if [Izlly>0

(13s)
E [-k*,k*]if Ilxl[2 = 0

(139)i=1,2,...,n

(140)
The inclusions Ui(x) i = 1, 2 .... , n are

* closed, bounded, convex and uppersemicontinuous.

Invoking the theorem on the existence of generalized Filippov solutions, w'e conclude that Filippov solutions exist for
the system (124) - (125) subject to the control law (134).

Step 2: Attractivity Of The Origin

Consider a candidate Lyapunov function V(x) : _n ---, 3+ given by

acT_7
V-

2 (141)

Differentiating V along the flow of (124) - (125) subject to the control law (134), we find

< 0

I-k. l
[xm ... x°]

-k*.-#_..
d_l12

_ _k.ll_ll_
Ilxll_

- -_qlxll2 if [Izll2 _ 0

(142)

(143)

(144)

(145)

41



Negative definiteness of I_" confirms the global exponential stability of the origin.

Step 3: Synchronous Reaching
From system (124) - (125) subject to the control law (134) the following is true for any {, 3

(146)
. Xi

_, = -k

_,j = -k* x: (147)

Ilxl[2 (148)
dx, x,

dxj xj (149)

v i,j ___. i # j II_ll_# 0

Solving (148), we obtain explicit expressions for constraints on state trajectories as

(150)

xdt) = _xj(t)vi, j < n i# j IIzll2# 0

Using (150) in (146), we recast (146) in the form
(151)

_;i ---- -k _ (152)

-k* xi
2 1

[_:=1 xk]_ (153)

• , (154)
-- k*

[_ + _=" k¢' _'_(°)_'_ (155)
Z2i

_,[1+ Z_=I, _¢, _:(0, _
xi(O) (156)

[_,_(0)+ _=,, _¢, _(o)l_
(157)

k, = -k* x,(0) i=l,2,.-.,n
11_(0)112

The righthandside of (157) is a real constant, and therefore the solution of (157) is given by

,, z,(0) t zi(0) i 1,2, n
• ,(0 =-_ _ + .....

From (158), we obtain the time t* taken by zi(t) i = 1,2,...,

initial conditions by setting the righthand side of (158) to 0.

.. x,(O) .
0 = -k _t +_,(0)

IIx(0)ll__2i = 1,2,...,-
t* -- k*

Synchronous convergence of state trajectories commencing from nonzero initial conditions is thus shown.

concludes the proof of the theorem. <1

(15s)

n to reach the origin, starting from arbitrary nonzero

(159)

(160)

This

8.2 Design Of Tracking Control Laws

The control laws that we have developed are discontinuous. As a prelude to presenting tracking control laws that

involve discontinuities, let us analyze a simple linear pole-placement control law from another perspective. Consider

a system represented as a chain of integrators of the form,
(161)

_I _ _2

(162)

(163)

xn-I = x. (164)

_n _ U
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where the state vector x E 3 n and the control input u E 3. Given a desired smooth trajectory Xld(t) : 3+ ----* 3 to

be tracked by the state xl we present a tracking control law that uses successive derivative of desired trajectories. We
define recursively, a set of desired trajectories for the states as

dt k,_l[_,(t) - 37,,.(t)] i = 2, 3.... , n (165)

While we are given a desired trajectory to be tracked by the state 371(t), we define desired trajectories for the

remaining states the tracking of which automatically ensures the original tracking objective for xl(t). Indeed, the

intuition behind such a definition of desired trajectories becomes clear when we look at X2d(t).

37:_(t)- d.,d(t)
dt kl[xl(t) - Xld(t)] (166)

From (166) it is clear that when the surface x_ = X_d the resulting dynamics for z_(t) is given as

_l(t) = _(t)

= _(t) (167)
_ d371d(t) (168)

dt k,[_l(t) - _l_(t)] (169)

The dynamics of the system is such as to ensure that 371(t) --. X_d(t) exponentially. However, if the surface x2 - x2d = 0

can only be reached exponentially, then the dynamics of &l is perturbed by an exponentially decaying signal, and

therefore invoking the result on the exponentially stable systems perturbed by exponentially decaying perturbations,

we conclude exponential convergence of 371(t) to Xl,d(t). We now show the relationship between control laws developed
using the recursively defined desired trajectories and the standard pole-placement control law.

Theorem 8.3 Connection between pole-placement and recursive trajectory definition.

Given (G1) A nonlinear system of the form (161)- (164).

(GZ) Given a set of desired trajectories of the form (165)

If (11) The controls u in equation (164) are chosen to be

u- dxnd(t)
dt k.[_.(t) - _.d(t)]

Then (T1)

(17o)
where X,,d(t) : 3" × 3+ --. _ i = 2, 3 ..... n is specified by (165) and k_ E 3+.

The control law specified by (170) is a stable pole-placement control with the n eigenvalues each being equal
to -ki i= 1,2,...,n

Proof: 6 I> The proof is obvious by writing the dynamics for xl and x2. Indeed,

xl = x2

x2 d37_d(t) (171)

- dt k_[_(t) - _2d(t)] (172)

Using the definition of x:a(t) provided by (165), we rewrite (172) as

Xl _ 372

d_ t (173)
_ = d["_.--_,' - kl[_x(t) - _.(t)]l

dt (174)

-k2[x2(t) - [ dx-_t(t) kl[xl(t) - Xld(t)]]] (175)

Which may be rewritten as

Xl _ 372

_ d_xl_(t) . ,. _d37,_(t) (176)
-- dt 2 "1- [k 1 _- [klk2]Xld(t)_-"_J----7_ (177)

-[kl '_ k21372(t) - [kl k212g I (t) (178)

That is to say

d¢2 _'2J d, "_ [klk2]zld(t) (179)

io li l-[k,k_] -[kl + k_] 37_ (180)

The placement of poles through recursive trajectory definition is trivially obvious by inspection of equation (180).
This concludes the proof of the theorem. <1db
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Comment 8.6 It is to be noted that this tracking control law is valid for any specification of desired trajectories that are

smooth, the tracking of which guarantees achievement of the control objective. That is, we are free to specify any smooth

set of trajectories xid(t) i = 2, 3,..., n, the only constraint being zi(t) = zia(t) i = 2, 3 ..... n =¢, zi-1 (t) _ zi__,d(t).

Indeed, the linear pole-placement control law is just a special case of control laws that achieve this tracking objective.

Comment 8.7 We now ask if it is possible to relax the smoothness assumption on the desired trajectories zid(t).

Indeed, the first relaxation would be to consider desired trajectories that are differentiable almost everywhere, except

possibly on sets o.f zero measure. The Nested and Switching control laws presented in the previous chapter are examples

of such discontinuous control laws, the discontinuities existing on sets of zero measure. The proofs of such control

laws are much harder in general, though the regularization of such control laws that involve saturation functions have

been used in the recent literature. We have been inspired by the attempts of [Tee9_] in developing control laws that use

Filippov averaging instead of regularization. That is to say, that we are prepared to tolerate chatter and limit cycling by

using discontinuous control laws. The drawback however is that we can show finite time synchronous stabilization only

on the average, whereas a regularized control law, by eliminating the discontinuity would permit smooth stabilization,

though exponentially, without the chatter.

Comment 8.8 Our interest in relaxing the smoothness assumption on the desired trajectories merely enables us to

utilize the discontinuous, synchronous control law for a practical mechanical system. •

We will first present the control law for a group of n E Z+ mechanical systems, and then apply it to a well known

example of the magnetic bearing. Many mechanical systems are represented by Newtons force and torque balance

equations that assume the form
(181)

• t (
zl =- z2 (182)
.l i
X 2 _ V

where z' E _2 is the state of the ith mechanical system where i < n E Z+, and vi(z,t) : _R2 × _+ ---" _ is the input

force. Typically, x_ represents the generalized position coordinate of the mechanical system, and _ represents the

generalized velocity coordinate. These equations, though simple in form, serve to illustrate the application of the
theory, and also represent a large class of useful physical systems. Given desired trajectories z_d(t) : _+ --_ _R to be

tracked by the states z_(t), we attempt to find control laws u i that ensure synchronous tracking for the states zi(t).
We now state the theorem that ensures synchronous tracking for the systems of the form (181)-(182).

Theorem 8.4 Synchronous tracking for a class of mechanical systems.

Given (G1) n mechanical systems, each of the form (181) - (:8e).

(Ge) Given a set of desired trajectories of the form zld(t) : _+ -" R i = 1,2 ..... n

If (I1) The controls u'(z,t) i = 1,2 ..... n in equation (18e) are chosen to be

• , (183)
dz_d k_ z_--z_d

v -- dt " J-

zl ' (184)-- Zld, dz_d k_
z2a -- dt '_ J -[_,=_[z_ _L]_]_

wherekl , k2 E R+.

Then (TI) Filippov solutions exist .for system (181) - (I82) subject to control (183).

t t " " ' t(T2) States z_( ) track their respective trajectories z_a( ) synchronously.

Proof: _ t> The proof is simple once we realize the validity of the system equations (181) - (182) subject to the

control law (183) for arbitrarily small neighborhoods of the origin. Indeed, the control law is undefined only on a set

of zero measure. As this set of zero measure is indeed the set we desire to make invariant, and the control law directs

system trajectories to this set, and hence maintains invariance, the conclusions of the theorem naturally follow. The

theorem can also be proved invoking the results of the nested and switching control laws mentioned in the previous

section. <14t

8.3 Application to the Magnetic Bearing

In this subsection we apply the proposed tracking control law to magnetic bearings.

The dynamics of magnetic bearings are given by the following equations.

t.i
Z"1 _- X 2

2_2 _ V

i = 1,2,...,4
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ej(t)

e,(t)

e_(t)

where

Given desired trajectories x_d(t ) i = 1, 2 ..... 4 to be tracked by the respective state variables zl (t) i = 1, 2 .... ,4,
We now define the following set of vectors.

= x;(t)--X;d(t)i= 1,2 ..... 4 j = 1,2 (188)

= [ei(t) ... e_(t)]_
(189)

= [ 4(0 .-. _(t)]" (19o)

x_4(t) dX_d(t) x_ (t) -- X_d(t )- k;
dt ilel(t)l I if lie, (0112# 0 (191)

_ dXld(t) if Ilea(t)ll2 = 0
dt

(192)

Now note that '
X2d(t), is not strictly differentiable at the origin, but has a derivative that exists almost everywhere.

Indeed define the generalized derivative as

_d(t)- dx_d(t) kr2V;(t)

dt 1_ if ]lel(t)ll2 # 0 (193)

d_(t)
- dt - if Ilel(t)ll2 = 0

(194)
where

N;(t) = Ze_(t)[e_(t)_i(t) ._ ,
- e,(t)c,(t)] j = 1, 2, 3, 4 j # i (195)

_[(t) = z_(t)-xla(t)i= 1,2 .... ,4
(196)

We now choose v _ i = 1, 2 .... ,4 in the following manner.

i i• ,.. _(t) - x_d(t)
Vi(t) = X_d(t) -- _2 -_e-_t-_l if Ile2(t)ll2 # 0 (197)

- dZ_d(t)- if Ile2(t)ll_ = 0
dt

(198)

Claim 8.1 Synchronous Tracking Jor a Magnetic Bearing.

Given (G1) Mechanical systems, each of the form (187}.

(G2) Given a set of desired trajectories of the form x_d(t) : 3+ -- _ i = 1,2 .... ,n

If (11) The controls vi(x, t) i = 1, 2 .... , n in equation (187) are specified by (197). wherek_, k2 E _+.

Then (T1) Filippov solutions exist for system (187) - subject to control (197).
i

(T2} States xl(t ) track their respective trajectories zld(t) synchronously.

Proof: & t> The proof of the claim is by invoking the theorem proved earlier for the more general case of a group
of mechanical systems.

Indeed, it is easily seen that the application of control (197) would cause the states x_(t) i = 1,2 .... ,4 to reach

their desired values in finite time, and the desired trajectories are so chosen that the reduced dynamics ensures finite
time tracking for iXld(t). <1_

Results of simulation are shown for the following conditions. The chosen desired trajectories were as follows.

x_d(t) = sin t, X_d(t ) = 5, mad(t) = --2, X_d(t ) = 5. The initial conditions were as follows x_(0) = 1, x_(0) =
7, _(o)=-1, _(o)=2, _(o)=o, _(o)=o, _(o)=o, _(o)=o

Simulation results are in excellent agreement with the predicted behaviour. Indeed, note that the trajectory

errors vanish identically at the same instant of time. This indeed was the motivation for considering the synchronous
tracking control law.
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Figure 6: Synchronous Control of a Magnetic Bearing

9 Fractional Control of the Magnetic Bearing

9.1 Introduction
• section, we will present an interesting variable structure control law for a vector dynamical system, that is a

ILn_t.h_^a _^...),1 ! whose conver ence rate is faster than a comparable linear control law. and whose robustness
oounucu _,,,,_ .... aw, but g
properties are much better than comparable linear control laws [Pra92]. We will clarify what we mean by comparable

linear control laws in the following subsections. We use the term fractional control law to indicate that this is a

particular form of variable structure control law where the powers of indices are positive fractions.

We will present qualitative arguments for the conjecture, and will provide simulation results that are in agreement

with the conjecture. However the proof of this conjecture has been quite elusive, and we have been unable to present

anything more tangible than this conjecture. We leave the proof of this control method as an open problem to the

reader.

9.2 Finite Time With Continuous Control - Scalar Systems

Consider a scalar dynamical system of the form
(199)

where x 6 _ and the control n 6 _. Given the control objective of regulating the state of the system (199) to the

origin commencing from arbitrary initial conditions in finite time, we choose u in the following manner.

(200)

= -kl_l ÷ sg.[_]

where k 6 N+ and r > 1.

Comment 9.1 The choice of u is novel since the control is obviously continuous, but not differentiable at the origin.

Also note that the control law involves raising the power of Ixl to a fraction, and hence the term fractional control.

We now make the following claim regarding existence of trajectories, stability and convergence for the system

(199).

Claim 9.1 Existence of solutions, stability and convergence for fractional control of scalar systems.

Given

(GI) System dynamics of the form (199)

If

(II) The control u is specified as in (eO0)

Then

(TI) Cauchy solutions exist for (199) subject to (eO0).

46



(T2) x = 0 is stable.

(T3) Indeed x --* 0 in finite time t*, given by t* =
k[1-_]

Proof: 8 I> Existence of Cauchy solutions is easily seen by the fact that therighthand side of the differential
system is continuous.

Considering the candidate Lyapunov function V(x) : _ ---. _+ given by

X 2

2 (201)

Indeed 1/= -klzll+÷ < 0. Attractivity of the origin is therefore confirmed.

To show finite time convergence we solve the equation

= -klxlSsgnM (202)

to obtain that t* = . The proof of the claim is complete. <16

We now make a comparison between three kinds of control laws that regulate the state of the system (199) to the
origin.

_lltncar _ -kx

k (203)

u,t,di.9 -- z if Ixl > oIxl (204)
k

U/raa,o, al -- z if [x[ > 0
ixl_-_ (2os)

Comparison of control efforts reveals something interesting. For all Ix[ > 1, the linear controller has the maximum

gain, closely followed by the fractional controller, and the sliding mode controller has the smallest gain. However the
situation is reversed when Ixl < 1..

Similarly, the times taken to reach the origin from initial conditions z(0) # 0 are

tlinear _ O0

(206)
I_(o)1

tsltding

k (207)

i.(o)1_-/-
t fractional _-

;,[1 - _.1 (208)

We now formulate an alternative control law that combines the best of both the linear and the fractional control
law to give

u* = -kx if I_1 > 1 (209)
k

- i_lpX if 0 < I_1 < 1 (210)

p > 1 (211)

Note that we do not bother to define the control law at the origin.

There is yet another viewpoint as to why this control law does better than a linear control law when Ixl < 1. The

hnear control law has an eigenvalue -k, and but u* has an eigenvalue -_ (we use the term eigenvalue very loosely
Ixlp

here, since strictly speaking even the term eigenvalues does not make sense in a nonlinear context) that is increasing

to oo as Ixl ---. 0. Though both control laws are bounded, qualitatively, the fractional control law converges much
faster to the origin as seen in the following scalar example.

Example 9.1 Fractional Control. Scalar Case

Consider the simple scalar example given by the equations

x_-u
(212)

Choose

uu ...... ks (213)

u" = -kx if {xl> 1 (214)
k

- ixlp_ q o < Ixl _<1 (21_)

k = 2 (216)

p = 2 (217)

It is clear ]rom the simulation plots that the modified ]factional control law outper]orms the linear control law.
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Now consider a linear system in the controllable canonical form, given by the following equations.

_1 _ X2

_n _ U

where x E Nn, u E R.

Now choose the control u to be of the following form

k2 k,
kl_zl ,___i_x2 ...... yz2 if 0 < I1_11_< x

Ilxll_" Ilxl12-_-- Ilxll_

where

(218)

(219)

(220)

(221)

(222)

(223)Ilxll_ = _
,=1 (224)

r ) n

s" + k,s "-1 + "" + ka is a stable Hurwitz polynomial (225)

We now formulate the following conjecture.

Conjecture 9.1 Existence of solutions, stability and convergence for fractional control of controllable linear systems.

Given

(GI) System dynamics of the form (218)- (££0)

If

(II) The control u is specified as in (£21)- (2£5)

Then

(T1) Filippov solutions exist for systems (218)- (220) subject to control (£21)- (225)

(T2) z = 0 is globally stable

(T3) Indeed x --* 0 faster than a comparable linear control law of the form ut, .... = -k]x] - k_z2 ..... k,z,

Qualitative Proof:
First we note that within the unit ball (llxll_ < 1), the control effort is bounded by

(226)
lul < _ k,

i=1

So the control does not blow up at any instant of time. We have used the notion that in the nonlinear setting,

within the unit ball, we have each eigenvalue )q i = 1,2,.. n of this system being replaced by _ where r > n.

Consequently, from the way the ),i i = 1,2,..., n combine to form the k, of the control law, the form of the control

law is intuitively obvious.
We find by simulation that the robustness, and rate of convergence of the proposed nonlinear law are much

superior to a linear control law. The proof of this conjecture, however, has eluded us.

Example 9.2 Fractional Control for Magnetic Bearing

We present simulation results for a system of the form
(227)

• i l

zl = 22 (228)
i.t

_2 _

'01

(229)
= -k_i - k_x; if I1_11_> 1

ka , J'2ax_ if 0 < Ilxlb < a (230)
-- .LXl --

Ilxll_ II_II_ (231)

= 6 (232)kl

where

k2 = 11
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Figure 7: Fractional Control of a Single Axis of a Magnetic Bearing

10 Sliding Mode Observers for the Magnetic Bearing

10.1 Introduction

We first present the basic theory of sliding mode observers for mechanical systems, and prove the existence of

generalized Filippov solutions and stability. We then show the convergence of the observer state errors to zero. We

then present the problem with existing theory, and present bounds on variables that would prevent observer failure.

Finally we remark on the utilization of the computed bounds as a design rule to help design such sliding modeobservers.

The problem of designing observers using sliding mode theory was first introduced and studied by [MisS8]. Here

the observation problem is treated as a special case of a state regulation problem. Sliding surfaces are designed based

on the error dynamics, and reaching a sliding surface is equivalent to the error in the estimate of the measured state

decaying to zero. In sliding mode control, the surface S = 0 is reached in finite time, and on that surface the states

decay exponentially. Similarly, in sliding mode observer theory, the error in the estimate of the measured state decays
in finite time. All other state errors decay exponentially.

Consider a simple mechanical system of the form

where z 6 _2 and u 6 _R. Now consider an observer of the following form.

_1 = 52 + klsgn[_l]

x2 = k2sgn[_2]

= z-_

Such an observer structure equation leads to error dynamics of the form

xl = x_ --klsgn(_l)

x2 = -k2sgn[_l]

Theorem 10.1 Convergence of the state estimation errors:

Given

(GI) Error dynamics ol the form (238)- (239)

If

(233)

(234)

(235)

(236)

(237)

(238)

(239)

(I1) levi < k,
Then
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(T1) Generalized Filippov Solutions exist for the system (238)- (_39)

(T2) The one-dimensional manifold £1 = 0 is attractive

(T3) The averaged dynamics of _2 about the surface _1 = 0 decays exponentially.

Proof: _ I> Existence of Filippov solutions is due to the fact that the governing differential inclusions are closed,

bounded, convex and uppersemicontinuous.
We will prove the theorem using simple Lyapunov analysis. Consider the candidate Lyapunov function,

_ (240)
V_----

2

Differentiating V along the flow of the system(238), we get,
(241)

= _l[_+k, sgn[_d] (242)

< -II_:ll[kl-e=sg"[_l]l

Thus as long _= < kl, I_" < 0, indeed the surface _ = 0 is attractive.

Comment 10.I The Theorem asserts the existence of a tubular neighbourhood around the _= = 0 axis where the

trajectories converge to the manifold given by _x = O. It is to be noted that _2 must not be greater than kl until the

trajectories converge to _1 = O. Some additional conditions are necessary to prevent such an occurrence.

The dynamics of the system when constrained to evolve on the surface _1 = 0, can be derived using the Fillipov

solution concept• Thus, taking a convex combination of the dynamics on either side of the sliding surface, we get,

(243)

_1 = 3'[ _2 + kx] + (1 -- 7)[_= -- kl] (244)

_2 = 7k2+(1-7)(-k21

From the above equations, we eliminate 7, and from the invariance of the sliding surface, we get,

(245)

(246)
_1 = 0

x2 _ ---_1 x2

Exponential decay of _2 is clear from the above equation• The proof of the theorem is complete• <1
We will now utilize this design technique to design sliding mode observers for the magnetic bearing. Consider the

magnetic bearing system represented by the following equations.

• 1 1

271 _ 272

• 1 1

27 2 = It

-2 2

271 _ I72

2.2
2_ 2 _ B

• 3 _ 27_271

•3 ,I II?
27 2 _ --a , LO * x2 -)¢-

• 4 4
X 1 -_- -_2

.4
27 2 _ a * ¢,0 * X_ "_ U 1

We design a sliding mode observer for this system of the following form,

:1 e_ + klSgn[_l]271 =

-1 = uI k2sgn[_l]272 +

271

-2 2 _1z2 : u + k2sgn[x

Z 1

-3• 2 = -a* _* _ + u_ + k_sgn[_l

271

:4• 2 = a ,,_ • _ + u' + k2sg,4Pl

-i , -i i21,2, ,4 j=l,2, andk_,k2>O.
where z_ =z_-zj ...

5O

(247)

(248)

(249)

(250)

(251)

(252)

(253)

(254)

(255)

(256)

(257)

(258)

(259)

(260)

(261)

(262)



We write the observer error equations as follows•

-1

=2

_1 = _ - k,sg.[_,_]
22

:.3

x, = _c3_ k, sgn[_3]
"3

:.4

:,.4

X 2

(263)

(264)

(265)

(266)

(267)

(268)

a , w • _ - k2sgn[k_] (269)

(270)

We now state the result concerning the stability and convergence of the observer states to their true values.

Theorem 10.2 Convergence of the state estimation errors:

Given

(G1) Error dynamics of the :form (e6S)- (270)
If

(sl) 1_1 < kl
Then

(T1) Generalized Filippov Solutions exist for the system (238)- (239).

(Te) The one-dimensional manifold _ = 0 is attractive.

(Ta) The averaged dynamics of _ about the surface _ = 0 decays exponentially.

Proof: 8 t> Stability of the error dynamics is easily shown utilizing the following Lyapunov function.
4

v _ -, [_1_
= k2lzl[ + 2

,=, (271)
4

= -kl k2)--]5_g.[_1]]2
,=1 (272)

< 0

(273)

Furthermore, 9 = 0 _ sgn[_c[] = 0. Invoking the invariance principle of LaSalle, it is seen that the largest invariant
set containing the set k[ =0 i= 1.2. 4is the set -i

• -., :% = 0, i = 1, 2,.. 4. Stability, and hence convergence to theorigin is therefore assured. "'

We show convergence of the states "
xl,i = 1,2,...,4 to the origin in finite time as follows. As the system is

asymptotically stable, there exists an instant of time t* such that for all t > t star, Ilkll2 < kl, ---* [x_l < kl. Invoking
the theorem on the finite time convergence of the sliding mode observer, the observer states converge in finite time.

11 Closure

We have shown a variety of nonhnear controllers for the magnetic bearing that are simple and robust to build and

are guaranteed to be stable. We believe that the design of controllers utilizing principles of nonlinear analysis provides
new richness, insight and excitement in the design of high precision magnetic bearings.
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12 Appendix- Mathematical Foundations of Discontinuous Con-

trol

In this section we present basic definitions, facts, and examples about measures of sets and functions, integrability,

absolute continuity, convexity, and differential inclusions. For further details about the definitions to follow, refer to

[KF70], [ABg0], [YCBDB82], [Rud64], [Bar76], [AC84]. We will use the following concepts to develop solutions of

differential equations with discontinuous right hand sides.

12.1 Measure of Sets

We commence by formalizing the notion of an interval.

Definition 12.1 Let _P denote p dimensional Euclidean space. By an interval in _P, we refer to the set of points

z = [x_,...,xp] T such that (274)

3ai <_ _ci < b, (i = l,...,P)
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The possibility that a, = bi is not ruled out, and the empty set is also included as a possible candidate for the

intervals. An interval can be understood to refer to a p dimensional cube in _P.

Definition 12.2 If A is the union of a finite number of intervals, then A is said to be an elementary set.

Definition 12.3 If I is an interval in 3 p, the measure # of the interval I is defined to be

It:3 p-3= ×i=,p (bl-al) (275)

The measure of a set is in some rough sense the volume of the geometric object formed by that. set. Indeed, the

measure of a k < n - 1 dimensional object in n dimensional space is 0. Therefore, the measure of a point in 32 is 0,

and the measure of a plane in 33 is also 0. The kinds of control we work with will vanish on an n - 1 dimensional

subspace of n dimensional space. Therefore they vanish on a subspace of 0 measure.

rt

Definition 12.4 q the set A is the union of a finite number of pairwise disjoint intervals, (i.e) A = Uj=l Ij where 1i N Ik =

v j _ k, then the measure tt of the set A is

n

It(A) = E It(Ij) (276)

3=1

Fact 12.4.1 Open sets are measurable.

Fact 12.4.2 The union of a sequence of measurable sets is also measurable.

Fact 12.4.3 The complement of a measurable set is also measurable.

Fact 12.4.4 A set consistin 9 of one point is measurable. Its measure is O.

Fact 12.4.5 A denumerable set (a union of a sequence of countably many one-point sets) is measurable, lts measure
is O.

Fact 12.4.6 Every subset of a set of measure 0 is measurable. Its measure is O.

Example 12.1 Measure of Set of Undefined Control

Consider the control u(t) : 3+ _ 3 given by

u(t) = -sgn[x] (277)

where z E 3. Note that the function sgn[x] : 3 - {0} _ [-1, 1] is not defined at O. Using fact (12.4.4), we assert that

the control is not defined on a set of zero measure.

Definition 12.5 By almost everywhere, we mean everywhere excepting possibly on a set of measure O.

Simply, by saying a relation holds true almost everywhere, we assert that the set of points where the relation fails to

hold, has measure zero.

Example 12.2 Behaviour of Functions

Consider functions f : X _ 3, g : X --* 3, f= : X ---* 3 n = 1, 2,.... The following are the instances of almost

everywhere relations between the functions.

I. f = g almost everywhere, if #{x E X: f(x) # g(x)} = 0.

2. f >_ g almost everywhere, if It{x E X : f(x) < g(z)} = 0.

3. fn --_ f almost everywhere, if It{_c E X : f,(x) # f(_)} = 0.

4. fn T f almost everywhere, if f,, <_ fn+l almost everywhere for all n and f,_ --_ f almost everywhere.

5. f, I. f almost everywhere, if fn+l <_ fn almost everywhere for all n and fn -'-* f almost everywhere.

Example 12.3 Controls Defined Almost Everywhere

Consider the control u(t) : 3+ _ 3 given by

u(t) = -sgn[x] (278)

where z E 3 Note that the control u(t) is defined almost everywhere.
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12.2 Measurable Functions
In the definitions to follow, we will consider real valued functions that map a measurable space X with measure # to

the extended real line _.

Definition 12.6 A function f : X --* _ is measurable if the set S = {z E X : [f(z)l < a} is measurable ]or all

a>OE_.

Measurability of a function is a property of the function, based on the measurabihty of a certain set in its domain.

Example 12.4 Measurable Functions

All continuous/unctions f : _" _ _ are measurable. Proof is by showing that by definition, S is open, and hence

measurable.

The following are some facts based on operations between measurable functions.

Fact 12.6.7 Given f : X ---, _, i/ f is measurable, then Vk E _, kf is measurable.

Fact 12.6.8 Given f : X _ _, and 9 : X _ _, if f and g are measurable, then f + g, f- g, and fg are measurable.

Fact 12.6.9 Given p : X ---, _, and f : X ---* _, if f is measurable, and if f(x) = p(z) almost everywhere, then p is

also measurable.

We now present a fact concerning the properties of the limit function, based on the properties of the convergent

functions.

Fact 12.6.10 Given a sequence of/unctions f, : X --* _ i = 1,2,... convergent almost everywhere to the function

f : X ---, _, if each fi, i = 1, 2,... is measurable then the/unction f is also measurable.
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12.3 Integrable Functions

The key idea of the integral developed by Lesbegue is as follows. In Riemann integration, if f : [a, b] E _ --_ _, then

to form the Riemann integral we divide the domain of f, [a, b] into many subintervals and group together neighboring

points in the domain of the function f. On the other hand, the Lesbegue integral is formed by grouping together

points of the domain where the function f takes neighboring values in the range ! Indeed, the key idea is to partition

the range of a function rather than the domain. It is immediately obvious that such a technique allows us to consider

functions that have multiple points of discontinuity, or may not even be defined at some points.

The functions in this section map a measurable space X with measure t_ into the extended real line _.

Definition 12.7 Let f : X ---* _ be a measurable/unction. Furthermore, let f take no more than countably many

distinct values yl , y_, . . . , y,, . . in its range. Then, the Lesbegue integral of the ]unction f over the set A, denoted by

fA /(x)d.. isgiven by

)

where

A, = {x : x_.A, f(x)=yj}

i/ the series (280) is convergent.

integrable, or summable with respect to the measure # on the set A.

(279)

(280)

lithe Lesbegue integral o/ the /unction f exists, then we say the function is

Example 12.5 lntegrable Functions

Consider the constant/unction f(x) = 1. Let us evaluate the Lesbegue integral o/the/unction. Indeed,

/A f(x)dlJ = jfa ld#

= I_(A)

As the Lesbegue integral exists, the/unction is said to be integrable.

(281)

(282)

Fact 12.7.11 Given a measurable/unction f : X ---* _, i/ there exists a sequence fn : X --* _ of integrable /unctions

converging uni/ormly to f on the set A, then the/unction f is said to be integrable.



Fact12.7.12Givenf : X --_ _, g : X --+ _, if g > O, and g is integrable on a set A, and If(x)] _ g(x) almost

everywhere on A, then f is also integrable on A, and

I_ f(x)d#l <-fA ¢(x)dIL (283)

Fact 12.7.13 Given f : X ---*_, if f is bounded and measurable on a set A, then f is integrable on A.

Fact 12.7.14 Given f : X ---*_, if f is integrable on a set A, then f is integrable on every measurable subset of A.

Fact 12.7.15 Given fn : X _ _ i = 1,2,..., a sequence of functions convergingto a limit f : X ---* _ almost every-

where on a set A, if there exists a function g : X ---, _ integrable on the set A, and If(_)l < g(x), V x almost everywhere in A,

then f is integrable on A, and

2i_rn_ Ja fn(z)dp = _a f(x)dl_ (284)

Fact 12.7.16 Given fn : X --* _, a sequence of functions converging to a limit f : X ---*_ almost everywhere on a set

A, if 3k E _ such that If(x)l < k, V x almost everywhere in A n = 1, 2,..., then f is integrable on A, and

lim /a f,(x)dlJ = /a f(x)dl_ (285)n_oo

12.4 Absolute Continuity

Definition 12.8 The function f: X ---* _ is said to be absolutely continuous on the interval [a, b] E _ if for any

e > O, there exists 6 > 0 such that for finitely many disjoint open intervals (a,, b,) C [a, b]

Ib, -ail < 6 =_ _]f(b,) - f(a,)l <e (286)

That is, the function is of bounded variation. It is to be noted, however, that functions of bounded variation need not

necessarily be absolutely continuous.

Fact 12.8.17 An absolutely continuous function f : X _ _ is necessarily continuous.

Note however, that the converse is not true. We will now present an example to illustrate that the converse is not

true.

Example 12.6 Continuity and Absolute Continuity

Consider the function f : [0, 1] --_ R defined as follows

f(o) = 0 (287)

1 (288)
f(_) = 2cos__ 0<__<1

The function f is differentiable at each x E [0, 1], but is not of bounded variation. This is trivially shown by considering

a partitioning as follows.

n

E 1 (.9o)Variation off = cosl+ j
j=l

= _o (291)

The function is not of bounded variation, and hence is not absolutely continuous. We have thus shown an example

of a continuous function that is not absolutely continuous.

Fact 12.8.18 lf f : X _ _, then if f is differentiable, the f is absolutely continuous.

Fact 12.8.10 Any function that satisfies the Lipschitz condition is absolutely continuous.

The importance of absolute continuity is that for Lesbegue integration, the fundamental theorem of calculus holds

precisely only for absolutely continuous functions.
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12.5 Convexity
Definition 12.9 A set M _. _'_

Example 12.7 Set of Bounded

Consider CIa,b], the space of

C[_,b] defined as follows

M = {f E CI_.b 1 : If(x)l <

Then, the set M is convex. This

a,fl>0 such that a + _ = l, we

taf(z)+_g(x)l < la +

< 1

E M

is said to be convex if it contains the joining of any two points in the set.

Functions

all continuous real valued ]unctions f : [a, b] E _ --* _, and let M be the subset of

1} (292)

is easily evidenced by considering the join of two ]unctions f(x), 9(x) E M. For any
have

The join of two elements of M belongs to M, and convexity is shown.

Fact 12.9._0 If a set M is convex, so is its interior.

Fact 15.9._1 The intersection of a finite number of convex sets is also convex. That is,

Mi is convex

i=l

where each Mi is convex.

Definition 12.10 The minimal convex set containing a convex set M is called the convex hull o] M.

(293)

(294)

(295)

(296)
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12.6 Set Valued Maps

Definition 12.11 A function f(x) : R" --* R is said to be upper seml-continuous at a point x* E _'_ if

f(x*) = lim sup f(x) (297)

Example 12.8 Upper-Semicontinuous sgn Function

Consider the function sgn[x] : R --* [-1, 1] definedas follows

sgn[x] = 1 x> 0 (298)

= -1 x < 0 (299)

It is obvious that at • = O, the function is upper-semicontinuous.

Definition 12.12 Having defined some properties of real-valued functions, we now move on to discussing some

important properties of set-valued]unctions. Given two sets X and Y, we define a map F : X ---* Y to be set-valued,

if F : X _ Y associates to any x E X, a subset F(x) E Y.

Definition 12.13 The domain of a set valued map F : X _ Y is defined to be Domain(F) = {_ E X : F(x) _ 0}

and the range Range(F) of a set valued map F : X ---* Y is defined to be [.]xex F(x).

Definition 12.14 The domain Domain(F) of a set valued map F : X ---, Y is defined to be strict if Domain(F) =

X, and is defined to be proper if Domain(F) # O.

Definition 12.15 A set-valued map F : X ---, Y is defined to be compact if its range Range(F) is a compact subset

of Y.

Definition 12.16 A set valued map F : X --* Y is upper semicontlnuous at x* E X, if for any open set Sy

containing F(x*) there exists a neighbourhood Sx of x* such that F(Sx ) C Sy.

In this section we present basic results for the local existence of solutions of differential equations with discontin-

uous righthand sides. We define a sliding mode, and present conditions for the existence of a sliding mode. We then

present briefly the development of the sliding mode control law, and the various regularizations of it.

We will now state without proof the following two important results from analysis that we will need.

Arzela-Ascoli Theorem:

Let K be a compact subset of R _ and let F be a collection of functions which are continuous on K and have values

in R q. The following properties are equivalent.



1. ThefamilyF is uniformly bounded and equicontinuous on I(.

2. Every sequence from F has a subsequence which is uniformly convergent on 1(.

The theorem allows us to define a sequence of approximate solutions of a differential equation, and guarantees

convergence of the approximate solutions to a limit function of the sequence is equicontinuous and uniformly bounded.Fillppov Convergence Lemma:

Given a differential inclusion of the form Jc = jr(x, t). 1] the inclusion jr(x, t) is closed, bounded, convex, and

uppersemicontinuous, the limit of any uniformly convergent sequence of approximate solutions of the differential
inclusion is also a solution of this inclusion, in the domain of convergence.

That the limit function satisfies the differential inclusion is the main reason for invoking the iemma.
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FOR ACTIVE MAGNETIC BEARINGS
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ETtt Zurich, Switzerland

/
/

Roland Siegwart
MECOS Traxler AG

8400 Winterthur, Switzerland

SUMMARY

Future Active Magnetic Bearing systems (AMB) must feature easier on-site tuning, higher

stiffness and damping, better robustness with respect to undesirable vibrations in housing and

foundation, and enhanced monitoring and identification abilities. 'Ib get closer to these goals we

developed a fast parallel link from the digitally controlled AMB to Matlab I , which is used on a

host computer for data processing, identification and controller layout. This enables tile magnetic

bearing to take its frequency responses without using any additional measurement equipment.

These measurements can be used for AMB identification.

INTRODUCTION

Active Magnetic Bearing systems have already shown their feasibility in various applications [1 ].

Thanks to tile progresses in AMB control [3],[13], the number of demanding AMB applications is

growing fast. For that reason, there is a strong need for tools and facilities which enable rapid and

cost effective prototyping.

A MATLAB INTERFACE FOR, DIGITALLY CONTROLLEI) AMBs

We implemented digital AMB control on a fast TMS320C25 digital signal processor board

(1)SP) which enables stand-alone operation of the final AMB application. For installation and

optimization purposes a fast parallel link to a host PC can be plugged onto the signal processor

board. For tire putting into operation of new AMB prototypes and for on-site tuning we developed

a powerful Matlab-based environment on tile host PC. This enables us to rise all of Matlab's built--

in facilities: numerics, signal processing, graphics, as well as the extensibility offered by available

toolboxes on control, robust control and system identification.

t Matlab is a trademark of The MathWorks Inc. and has become an industrial standard software package for

numerical computations.
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The low level interface layer between Matlab and the AMB application basically consists of two

commands for data reading from and writing to specified memory addresses of the signal processor

board. This low level interfacing is implemented using Matlab's MEX facility of calling compiled

and dynamically linked C subroutines.

With the mid-level interface layer between Matlab and the AMB controller board specific mem-

ory addresses no longer have to be kept in mind. Variables on the AMB controller board can be

accessed by name, see figure 1, through a hidden cross reference table. This cross reference table

not only manages the bookkeeping of memory addresses and variable names, but also enables the

use of vector and matrix objects with variable size. This is particularly important for loading or

changing controller state space matrices.

The high level Matlab interface layer incorporates tools for taking time history measurements

of AMB controller variables, see figure 1. Frequency response measurements can be effectuated by

a sine wave sweep. The sine wave is generated in the AMB signal processor program. It is com-

pletely configurable; i.e. frequency, amplitude, and excitation variables are controlled through the

interactive Matlab user interface. We extended this measurement procedure for the multivariable

case (MIMO). This is particularly useful for measuring radial couplings between different bearing

planes. Finally, the high level Matlab interface automatically performs the controller parameter

scalings needed for the fixed-point DSP board. Although floating point DSP boards have gained

influence in the last few years they are still relatively expensive for industrial applications. Au-

tomatic controller parameter scaling eliminates some of the disadvantages caused by fixed point

processing.

ts = I000;

tmsvar('tsamp', ts);

ts = tmsvar('tsamp');

Ac = [0 1; 0 0];

tmsvar('a_cntr', A¢);

xt = scope('x');

plot (xt) ;

Writing to an AMB controller variable.

Reading back an AMB controller variable.

% Writing a matrix valued variable.

Time history of an AMB controller variable.

Figure 1: Matlab access of AMB controller variables.

IDENTIFICATION OF MAGNETIC BEARING SYSTEMS

The aim of AMB identification consists in deriving a mathematical model of a magnetic bearing

system by carrying out a (finite) number of input/output experiments. Frequency domain input/-

output experiments (sine wave excitation with spectral analysis of the responses) are perfectly

suitable for filtering out noise and non-linear phenomena.
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A) Identification using much a-priori knowledge

The frequency domain measurements can be used to determine the numerator and denominator

coefficients of the AMB plant using least square methods. In the case of voltage controlled magnetic

bearings the plant transfer function can be accurately described by a third order system with no

(finite) transmission zeros:
1

=
a3 s3 -at- a2s 2 n t- al.s nt- ao

Figure 2 shows the least square identification of a voltage controlled magnetic bearing (VCMB).
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Figure 2: Solid: identification result, Dashed: measured frequency response of a VCMB.

The measured transfer function in figure 2 which relates displacement to input voltage was

taken on a magnetically levitated tube spindle. In some cases it is useful to determine the bearing

dynamics as a separate block. Since the modelling of the rotor is very accurately known in most

cases, the parameter associated with the bearing dynamics can be identified using the overall

fi'equency response measurements and the known rotor dynamics; see figure 3. This approach takes

maximum use of available a-priori knowledge.

B) "Robust Identification Methods" using little a-priori knowledge

It is desirable that an identification algorithm be "stable" under small measurement noise or small

perturbations of the data. For example, Lagrange interpolation (fitting a polynomial of minimal

degree through the data) is known not to have this property. Figure 4 shows this bad behaviour of

Lagrange interpolation. The noisy measurement data (marked with o) causes large oscillations of

the identification output (solid curve). Although the identification error evaluated at the measure-

ment points remains small, the deviation between the original transfer function (dashed) and tile

identification output (solid) is important. Robust identification seeks to prevent this salient bad

behavior.
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Figure 3: Identification of a voltage controlled magnetic bearing plant.
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Figure 4: Robust identification seeks to prevent large sensitivities w.r.t, noisy data.
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The mathematical framework of "robust identification" and various identification algorithms

were proposed recently in literature [4], [5], [7]. Most of these algorithms consist of two steps. In

the first step, the frequency points are transformed to an impulse response function +u hkzk
using inverse FFT and windowing functions. In the second step, the anti-causal part of the impulse

response is approximated by a stable flmction using Nehari extension. Both steps can be easily

implemented in Matlab since they rely only on standard matrix computations. The following section

reports some of our experience with this identification approach.

When using methods [4], [5], [7] to identify a voltage controlled magnetic bearing of a tube

spindle, we realized the following three points:

• Usually, the sampling rate is quite fast, compared to the open-loop system dynamics. For

identification in the z-plane a very high number N of terms in the impulse response function
+N

_-]_-U hkzk is needed for accurate results. We lessened this problem by applying a bilinear

transform which maps the unit disc {Izl < 1} onto a unit disc {Iwl < 1 } in a new w-

plane. An equally spaced w frequency grid wk = e i_k corresponds to an irregularly spaced z

frequency grid, which in turn is closely spaced at low frequencies and more loosely at high

frequencies; see figure 5. This bilinear transform allows us to diminish the number N of terms

in the series +N_--_'_-N]_kwk" After carrying out the identification in the w plane, the result is

transformed back to the z-plane.

• The fast roll-off rate of transfer functions from voltage controlled magnetic bearings

(60 dB/decade) causes an important relative identification error at high frequencies. Gen-

erally, an identification procedure achieving small relative error would be desirable. We used

frequency weightings to incorporate this requirement.

• The methods proposed in [5], [6] are only applicable to stable systems. Since magnetic bearings
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are unstable plants one could identify closed-loop functions, e.g. the sensitivity function

S(s) = (1 - P(s). C(s))-', and determine plant P(s) using the known controller C(s). This

approach [8] ends up with a pole-zero cancellation which is a numerically delicate operation.

Therefore, we preferred to identify the unstable plant and to replace the Nehari step in [5],

[6] by a model reduction [2] of the two-sided impulse response _--]+N _kw k.

These three realizations allowed us a successful first step in "robust identification" of magnetic bear-

ing systems. The detailed identification results will be published soon in a separate paper. Further

investigations are required in order to determine for which cases which identification procedure,

and which a-priori knowledge yields the "best" result.

SUMMARY

A Matlab-based environment for AMB prototyping and on-site tuning was developed. This en-

vironment includes tools for frequency response measurements and A M B identification. These tools

proved extremely valuable for increasing the efficiency and reducing the costs of AMB prototyping

and on-site tuning.
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System Concept Definition of the Grumman Superconducting

Electromagnetic Suspension (EMS) Maglev Design

M. Proise / ,/ _'<-+=

Grumman Corporation, Bethpage, New York ,_

SUMMARY

(_,,_ Grun_an, undercontract to the Army Corps of Engineers, completed a System Concept Definition
_..LJ) stuay to design a high-speed 134 m]s (300 m.p.h.) magnetically levitated (Maglev) transportation

system. The primary deveqopment goals were to design a M-aglev that is safe, reliable, environmentally
acceptable, and low-cost. Tile cost issue was apredominant one, since previous studies [ ! ] have shown
that an economically viable Maglev system ('one that is attractive to investors for future modes of
passenger an,d/qr freight transporta!ion ) requires a cost that is about $12.4M/km ($20 Million per mile).
, .. _.ne aesign trig. l) is oasea on the electromagnetic suspension (EMS) system using suoercon-
aucung iron-core magnets mounted along both sides of the vehicle. The EMS svstem "has'severn/
aov_antag_ co.mp,ared to the electrodynamic suspension (EDS) Maglev systems _uch as low stray
[mtgneuc r._eias m me passenger caom aria the surrounding areas, uniform load distribution along the fun
length ot the vehicle, and small pole pitch for smoother propulsion and ride comfort. It is also levitated
at all speeds and incorporates a wrap-around design for safer operation. The Grumman design has all
the advantages of anEMS system identified above, while eliminating (or significantly improving)
drawbacks associated with normal magnet powered EMS systems. Improvements include larger gap
clearance, lighter weight, lower number of control servos, and higher off line switching speeds. The
design also incorporates vehicle tilt (_+9° ) for higher coordinated turn and turn out speed capability.

INTRODUCTION

The Grumman Corporation assembled a team of six corporations and one university that were
exceptionally qualified to perform the identified SCD study. The Grumman team members and
associated responsibilities were:

• Grumman Corporat(qn - system analysis and vehicle design
• r arsons Brmckerhoff-gmdeway structure design
• lntermagnetics General-Corp. (IGC) - superconducting ma_znet design
• PSM Technologies - linear synchronous motor (LSM) oropfilsion sy_'tem design
• nonevwett - communication, command, and control (C -_)design
; Batte?le - safety and environmental impact analysis

NYSIS - high temperature superconductor (HTSC) and magnetic shielding analysis.

Food Preparation Centers (2)

"L_aJ_ riI_ I_E]IFI_tB RE] E]_II_t _ B B I_] F]B B F] 8 F] E

1

i Storage Areas (2) ",_ Storage Areas (3)

Lavatories (2) Entrance Doors (4) Lavatories (2)

I I I I I I I I I I I I I _.,-.--"-

The "Baseline Cm_guration" is 100 passengers with 5 across seating.
The seats have a 0.96 meter spacing.

Fig. I . Grumman baseline Maglev vehicle configuration

*This work was supported by the U. S. Army Corps of Engineers under conVact DTFR53-92-

lati_l_ tILJl_lli liO'l l_'k.lltiil7
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As a result of the team's efforts, a unique high-speed Maglev system concept(Fig. 1), was identified.

If implemented, this design would meet all thegoals specified in the abstract ana wouio saus_y u.a.
trans-ortation needs well into the 21 st century. The design is based on the electromagnetic.suspensio!a
(EM.__ or Attractive) system concept using superconducting (SC) iron core magnets mounted along oom
sides of the vehicle.

The Grumman team selected an EMS design instead of an electrod.ynamic suspension (EDS or
Repulsive) design because of the following stgmhcant aovanta=es mat me tzlvla offers over the EDS

system:
• Low magnetic fields in the cabin and surrounding • Small pole pitch (results in smoother propulsion)

areas (this eliminates or minimizes the need for • Magnetically levitated at all speeds (needs no

magnetic shielding and non-metallic rebar in supplemental wheel support)

concrete guideways) • Wrap-around configuration (safer operation).
• Uniform load distribution along the full length of

vehicle (minimizing guideway loads and vibra-
tions in the cabin and contributes to the elinination

of a secondary suspension system)

EMS systems exist. However, the German Transrapid TR-07 and the Japanese High Speed Surface
Transportatton (HSST) systems, which use copper wire iron cored magnets instead of SC coils, have a
number of basic disadvantages:

• Small gap clearance (I cm (0.4 in.)), which

results in tighter guideway tolerance requirements
• Heavier weight with limited or no tilt capability

to perform coordinated turns and maximize

average route speed
• Limited off-line switch speed capability (56 m/s

maximum)

• Large number of magnets and control servos

( --100 total).

Tilt Mechanism

,4

The Grumman team design has retained all of
the advantages of an EMS system. At the same time
it has succeeded in eliminating, or significantly

improving, every aspect of the idenurfied EMS
disadvantages. A brief description of our baseline

system anc_ how it has accomplished this goal
follows.

LEVITATION, GUIDANCE & PROPULSION

SYSTEM DESIGN

Fig. 2 shows a cross section of the vehicle
with the iron core magnets and guideway rail iden-
tified in black. The laminated iron core magnets
and iron rail are oriented in an inverted "V con-

figuration with. the. attractive forces between., ther I / _ _ [
magnets and raft actmg through the vehicle s cente ,. / _ _ --
of gravity (cg). Vertical contro_ torces are gener- . _., v .., .-a
ated by sensmg the gap clearance on the left and iron Kalls wltn Lilt Magnets

right s,de of the vehicle and adjusfi_agi_ _ c_ent,_ Propulsion Wiresin the control coils to maintain r • y " g . ..
cm ( 1 6 in ) _ao between the iron rail and the Fig. 2. Cross section of vehicle s!aowmg h!t
ma_ne't lace. lLa[eral control is achieved by differ- magnets, iron rail. guideway and tilt mecnamsm.
enffal measurements of the gap clearance between ..............
the left and ri ht sides of the vehicle magnets, lne con'esponomg magnet control colt cunents me
differentially firiven for lateral guidance control. There are 48 magnets. _4 on each side of a 100
passenger vehicle. In this manner control of the vehicle relative to the rail can be achieved in the vertical.
lateral, pitch, and yaw directions. Vehicle speed and roll attitude control are discussed below.
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VEHICLE I TWO MAGNET t
MODULE, EACH |
MAGNET OFFSET|
FROM RAIL BY |
2 cm (0.8 in.) I

AS SHOWN !

2 cm OF

l MAGNETIC I

FIELD

ANALYSIS
I

SUPERCONDUCTING
COIL POWER

PICKUP
IRON RAILS COl

F2
35*

(a) Forces Applied to the cg by

the Magnets Supply both Lift and
Lateral Control

LAMINATED
IRON CORE

CONTROL
COIL

2 cm PROPULSIOt
OFFSET COILS

SUPERCONDUCTING
MAGNET

(b) 2 Magnet Module with Offset that provides

roll control, and the configuration of the super-
conducting and normal control coils

IRON RAIL

(c) Magnetic Field Map with

Power Pick Up Coils on

Magnet pole face and

Propulsion Coils in Rail

Fig. 3. Configuration of magnets and the control, propulsion and power pick-up coils

Two magnets combined as shown in Fig. 3 make u a "m "
module is a '*C" sh . . _ • . agnet module. Each magnet in a ma net
..... aped, larmnated.tron core with a SPCcoll wrapped around tide center h,-_lv ,-,_g,h,=

of_ge_it_._r_etmWOgCnOPtf_r_o_CsO_S., .wrmadPCod..afound each leg: .'V.ehicl,e roll control is ac_vc_l'by
.... ., k • .1 uuute [o me ieil arid rl nt s1Qe oIa zu cm . ,Eontrol ISachleved b sensin th • , ..... (8 in ) wide rail

....... y 8 e vehicle s roll posmon relauve to t_e rad and differentially drivin the
onset control cous to correct tor roll errors. The total number of independent control loops require_ for
a complete 100 p.assenger vehicle control is 26 (1 for each of the 24 modules and 2 for roll contr

__._"_'¢Iron ra!!.shown in Fig. 3 (b) also_is larmnated and contains slots for the instailatinn ,_f- _1)_,¢
_,e;;_yu._[ern_atlng current (ac) i.,mear .Synchronous Motor (LSM) propulsion coils :_eV_c_ii'_'%_',_
e,,,_,_,_u wltu a vanaole-rre uenc varia h " ' -- - • .........
speed_ Speed variations are q_hievYd bv Ibnler;_arn_,PJ_itudec--uS'_---n-'tthat is synchromzed to the vehicle's

....... _,_,_ ,-,, uct:reasxng me frequency ot the ac current.
Comprehensive two and three dimensional magnetic analyses [2] have been performed to assure

that the magnetic design will simultaneously meet all levitatioh, guidance and propulsion control
re.quirements identified above, and do it without magnetically saturating the iron core. An example ofthis analysis is shown in Fig. 3 (c).

Powerpickup coils areqocated on each magnet pole face designed to operate at all seed, inclu "
stand_ng suI1, using a unique inductive approach described in [3_ - p drag

ow magneuc nelds in me passenger compartment and surrounding areas represent an im ortant
aspect of this design. Fig. 4 identifies constant flux densities in the cabin and station latform t_at can
be expected for the baseline design. Flux density levels above the svery close to the earth's 0 5 auss field 1 v - Leat are less than _) auss, whlch is
....... - . , "z g ,. , e el. On.theplatform, magnetic levels, when t_e vehicle is in
me stauon, dO not exceed 3 gauss, wnlcn is considered acceptable in hospitals using ma netic resonant
imaging (MRI) equ.ipment. The datain Fig. 4 is basedon a thfee-dimensi,-,.,,,_ ...... :_ t_g_, .
and assumes no smelding. With a modest amount of "eld{n_ ,h,=,,= ;-'A'_?'"_::,%U_a_SlS proflran],
should future studies (now under w_v_ indic'_tP .... ._shie_-,----o, .---;_ ,_._,, _uu_u pc mrmer reduced
are antici,',ated to be ffithin acce-Q::z'L" ;'-'--';"'_ '* ,ccu _or tower values. _umlarly, ac magnetic fields

Anoteher important aspect oTt e'magVe thesignis the use of SC wire in place of copper coils used
in existing EMS systems. This allows us to operate with a large 4 cm (1.6 fn.) gap clearance without
paying the heavy weight penalty required if copper coils were used for the same purpose.
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Theuseof anironcorewith
theSCcoil orovides an added
advantage. The magnetic flux is
primarily concentrateaa in me tron
core, not the SC coils as is the
case of an EDS system. This
reduces the flux density and loads
in the SC wire to very low values
(<0.35 Tesla and 17.5 kPa, re-
spectively). In addition we have
implemented a patented constant
current loop controller [4] on the
SC coil ttiat diminishes rapid
current variations on the coil,
minimizes the potential of SC
coil quenching and allows for the
use of state-of-the-art SC wire.

The use of iron-cored SC
magnets with their associatedlow
flux density and load levels iden-
tified above affords an added ad-
vantage of our design over EDS I

J

± /.<

_'____ _'x/)," 7 50 Gauss

Magnetic Fields inCa.bin are Less Than I Gauss (Twice the Earths
Magnetic Field) and on the Passenger Platform are less than 5 Gauss

concepts. High temperature SC Fig. 4. Magnetic fields in cabin and surrounding area
technology hasprogressed to the
point that the field-levels these• i vable with existin High tern.perature SC w.ire. Itis now reasonab!.e to consider
magnets reqmre a_ achi.e_ ..... ;-,_, ,echno_oav to mis concept. Altnougn we are not oasennmgtne u_
the a ncaUon ot mrs new Vll_._,s,,, ." . - _-_ " -in wire to me tow temperature a

f hiP_ te eramre _t: mr thxs app_icauon (exceptfor)ts use as lead __,__ _c_.-._. ..... ratureo g mp . _ his ume to manuracture samp_5_ ut,ix_, L.,r,-e,_ .
coil), we are p u[_sumg .a development p_ro_g__.amattm_s ,-_,-,-_in,, density to sausty our requtrements.

SC C_inlSsuOfn_nSU__yt'_ntluengt_ _2airW_.%or;qmagnets_';!_'teci_n _,gmmfiC_snsetadvT_agesforgath_;sdcOnCept.
• Large gap size - 4 cm (1.6 in.) Low fields' p g - •
• Low magnetic fields in SC coil - <0.35 T • Low load forces in SC coil- 17.5 kP a

VEHICLE DESIGN

A number of important system trade studies were performed to arrive at the baseline vehicle
configuration shown in Fig. 1. An example is given in Fig. 5 which identifies how the total system cost,
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Fig. 5. System cost trade study
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whichincludestheguideway,vehicles,levitation,
propulsion,andoperatingcost,is affectedbythe
numberof passengerseatsin thevehicleandthe
numberof passengersperhourutilizingthesys-
tem.Notethatminimumcostresultsarebetween
50and150seatspervehicle.Wehavechosen100
passengerseatspervehiclefor ourbaselinecon-
figuration.

The100passengerbaselinesystemshown
in Fig. 1 lendsitself to othersingleandmulti-
vehicle(train)configurationsthatcanbedevel-
opedbasedontwobasicbuildingblockmodules.
Themainmoduleconsistsof a 12.7m (41.7ft)
long section,whichseats50passengerswith 2
entrancedoors(oneoneachsideofthevehicle),2
lavatories(onedesignedto accommodatehandi-
cappedpassengers),multipleoverheadandcloset
storagefacilitiesandagalleyarea.Theforward
andaft sectionsof thevehicleutilizethesecond

13%

7%
AncillaryFacilities 65%

Guideway

15
Electrical&
Communication

module,whichconsistsof a 4.9m (16 ft) long .............
sectionthatisexternallyidentical,butinternally rig.0.tJ_stnt)uuonotcostsacrossme_ourmajor
different,dependingon its forwardor.rearloca- componentsoftheMaglevsystem
tionon thevehicle. Wehaveadoptectone-way
vehicleoperationto minimizethe impactof weight for reversefacing seatmechanismsandcost
duplicatingall theelectricalcontrolsanddisplaysonbothsidesof thevehxcle.Wealsochosetoinclude
business-typeaircraftseatswithanample0.96m(38in.)spacingbetweenseatstoassureacomfortable
seatingarrangementfor all passengers.Additionaldetail_dvefiiclecharacteristicsaregivenin [5].

Comprehensivetwoandthree-dimensionalNavierStokescomputationalaeroctynarriicanalysestol
werealsoperformedonthebaselinedesigntoestimatedragandotherdisturbancesactingonthevehicle.
Vehiclespeedsupto 134m/s(300m.p.h.)with22.3m/s(50m.p.h.)crosswindswhereinvestigatect.

GUIDEWAY DESIGN

The guideway is an important aspect of our system design because it represents the largest
percentage of the total system cost. Fig. 6 shows how system cost distributes between the four m_jor
components, i.e., guideway (64.4%); electrical and communication (14.8%); vehicles (13.3%); and the
ancillary facilities such as stations, buildings and vehicle parking (7.46%). Details of our system costing
procedures are given in [7].

A number of different guideway designs were investigated. Four are shown in Fig. 7 and are
identified in terms of increasing cost. _ . . ,

In each case our design mandated that a center plattorm exist along the full length of me guioeway
to provide a safe exit for flae_assengers, in case of an emergency_ such as a fire or smoke in the caoin,.

Analysis of the four guxdeway configurations identified in Fig. 7 showed that the "spine girder'
guideway design is not only lowest in cost, but also is relatively insensitive to span length [8]. This has
xmportant impfications when the guideway must be installed in areas such as the U.S. Interstate Highway
system, which will require wide ranges in sp,an length depending on local road conditions. In summary,
based on this and other considerations, the spline girdeF configuration shown in Fig. 8 was chosen as
our baseline for the following reasons:

• Lowest cost dual- guideway ($7.99M/km. for
spread footing including iron rail cost)

• Smaller footprint
• Can be more closely designed to suit span

variations

• Visually less intrusive with single column
• Creates less shadow

• Esthetically pleasant.

Detailed descriptions of the baseline guideway and associated cost estimates are given in [9] and
[8] respectively. Tile total system cost, which includes guideway, electrical and communication,
vehicles, station buildings etc. was estimated at $12.4M/km ($20M/mile) [7].

A 5 degree-of-freedom analysis of the interactive effects of the vehicle traveling over a flexible
guideway was undertaken [10]. Guideway irregularities resulting from random step changes, camber
variations, span misalignment and rail roughness where included in the simulation. Also included where
linearized versions of the vehicle levitation and lateral control loops. The results indicated that passenger
comfort levels could be maintained without the need for a secondary suspension system.
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Fig. 7. Altemate guideway structures considered

HIGH SPEED OFF-LINE SWITCHING

Another important aspect of our design
is the capability of providing high-speed off-
line switching.Unlike the German T/ansral:"
design, wh!ch moves one 150 m (492:
section ot me track laterally 3.61 m (12 f
we move two sections laterally 3.0 m (1£
ft) with one actuator motion. The track
switching concept is shown in Fig. 9. It
identifies the two sections of the track that
are moved to accomplish this function. The
lower figure shows tile through traffic condi-
tion for the track switch. The upper figure
identifies how the 60 m long switch, A, is
flexed to a curved section, while the right
hand 60 m long switch, B, is pivoted about
the fixed switch points. This combined mo-
tion of the two sections (120 m total lenet
provides a turnout speed of 65 m/s (1,
m.p.h.). A 182 m switch length will allow
off-line switching at 100 m/s (2;_0 m.p.h
Transrapid turnout is limited to 5 9 rn/s (E
m.p.h.) with a section length of 150 m.

VEHICLE CABIN TILT DESIGN

Unlike any of the other existing hig
speed Maglev designs, such as, the Transrap
TR07 or the Japanese MLU002, we are pro-
viding the capability of tilting the vehicle
passenger compartment by +9 degrees rela-
tive to the guideway. In this manner, the

"NOTE:
STANDING ARIEAFOR P_RS IN
INE EVI_'T OF EMERGENCY

EVACUATION FROM Vcd'I[CIJE

PRESTPESSE0

i,_ CENTER_

II I

1 :

/'--; ;---,, ;.'",,

•.._-4.......i---i.......--.'_-.

Fig. 8. Baseline spine girder configuration
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STRAIGHTAWAY POSITION

CTU

The switching approach selected allows high speed turn out up to 100 m/s (220 mph)

Fig. 9. Off-line switching concept

design, as shown in Fig. 10, will allow for coordi-
natect turns up to +24 degrees banking (+15 de-
grees in the guideway and +9 degrees in the
vehicle). This capability_ will assure that all coor-
d!nated turns can-be performed at the appropriate
tilt angle independent of the speed with which the
vehicre is traversing the turn, as well as allowing
for high-speed off-fine switching.

ECONOMIC ANALYSIS

An economic forecast analysis for a Maglev
system was performed as a function of two pri-
mary cost drivers: total cost of the major Mag-lev
elements identified in Fig 6, and the passengers
per hour utilizing the system. The results of this

analysis are presented in Fig. 11 with the as-

Center of Gravity and

Center of Ro_

I

C, trc

Tilt en

x,x Meters !

l

H)'draulic Actuator

Fig. 10. Tilting mechanism and control system

.. zoooT,CK_s_R\ _..
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I

• PRESENT SHUTTLE AIRFARE--

--'_---_ B/_ SE LINE. $0 29/PASSENGE R-kin

,; $124M, lsm ..................

=ooo I '' I I I
10 12 14 16 18 20

TOTAL CAPITALIZED COST PER KM OF OUfDEWAY ($M)

Fig. 11. Economic analysis
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sumptions listed below:
20% pre-tax margin on ticket price based
on 5 year build, 15 year operation
Future interest (8%) & inflation rate (5.4%)

• 493 km (300 mile) corridor
• Development and demonstration cost of

the Maglev system is not included
• Federal, state and local governments

supply right-of-way at no cost
• Ridership is based on 260 days/year, 16

hours/day, 60% capacity

me a 2 000 assert er per hour usage (typical of high volume routes like Boston/NewIf we assu , . P g • • • "1 for the baseline s stem
ton DC wxtti the revlously ldenufied $12.4M/km $20Ml.ml. e) . . YYor .k(Washing . .. ). ,J L_p_.... t._ 1,.,,i,_,t i_ ._ 23/km ($0 38/rmle); this would snll provide a_20c[o.

cost the ucKet pace .re.at woma nave tU__u_*_-__-_-_.$,_ _ Aisoshown on the fi_ure is the $0.29/km ($0.47/
profit margin on me ucKet cost for me svstcm ugh,a,,,- . o • •
mile resent charge for the New York/Washlngton,.DC/Boston corriflor- Th_tt_isultst_drXCt] _ theata

) P . of ihe t e bern recommenctea m tins paper can pay. tor _t_ . _ .... -_ .jMaglev system.. . ,yP. .g .... ,,.__ 1 _ --_nr_ whe.n t camtalmvestments nave oeen _uny pala,
of o eratlon, line _mpncauon ts mat attc_ xa y_--_, -- ...... he rt the buildin_ and ooeration

P hi h volume traveled routes could be used to suppo _ _ .
the roceeds from the g ........ means that s stem route miles

P tes tlaat are located in less densely populated areas. Thxs . .. !Y ......
of l_aglev rou .... .__,..:_ _ ,_.°, i,,, ,r,,. mid twentiem century mere coma oe over 4uutJ mnes
can ctouole every nlt.eenyears, m_ply_-_,--, _,j .....
of maglev lines in the tJ.:_.

CONCLUSION

It is our opinion that the Grumman Team superconducting EMS Maglev concept as described in this
• " vide an effective low cost U. S. Maglev transportation system that can meet all of the goals

paper_)ll pr_ e abstract and at the same time minimize tile negative.issues previously.d_cuossed2oWe
•'-" ....... ":: - ,-, .... I-.... ,-e,,,-_cl _nfficient analyses in me areas ut _u:uvwa:_ ,_,_ E,.,
believe mat me .u.rumman re.am .a_ r'_*.-_ ........ . _'e.rodv mics. controllability, (1 namlc
levitation, propulsxon and gmdance, vehlc!es.,.tmctural deslgn,a____¢na . - Y
interaction, environmental, satety, anct renaomty to warrant tins optxm_sm.
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I. History: Milestones of Development

Starting point of the Transrapid development more than two decades ago was the
idea to create a

- contact-free

- cost effective

- energy efficient

environmentally sound and

comfortable

system for high-speed ground transportation which is superior to competing

modes. (_ chart: Transrapid Development Chronology)

In the development history of the Transrapid maglev system a great number of

highlights are worth mentioning, among others

- the demonstration of the first long-stator-propelled vehicle (HMB 2) in 1976

- the first public maglev service by the TR05 vehicle during the IVA in Hamburg
1979

the first full-size maglev vehicle TR06 to go into testing and demonstration

in ]984

- several world records for manned maglev vehicles (most recently 450 km/h

[280 mph] clocked by the TR07 vehicle).

On the other hand it must not be forgotten how difficult, time consuming and

costly it was to overcome all the problems that arose during all stages of the

development. Several times the program was endangered for lack of funds and

political support. All the more the personal commitment, engagement and

sacrifice of the people involved in the program has to be appreciated. Nobody

should ever underestimate the difficulties and risks related to the development

process of a completely new transportation system!
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2. Technology

2.1 Function

The Transrapid maglev system basicly features electronicly controlled attractive

electromagnetic forces to provide

vertical and horizontal support functions

- and (by interaction with an electric synchronous long-stator motor in the

guideway) both propulsion and regenerative braking

(_ chart" Vehicle/Guideway Components)

The levitation system consists of electromagnets (and related control systems)

integrated in the vehicle structure in a way that they attract the vehicle to

the guideway from below by interacting with ferromagnetic reaction rails

attached to the underside of the guideway.

The guidance system holds the vehicle laterally on the track also by means of a

second sort of electromagnets. These magnets and the related control systems are

integrated on both sides in the vehicle structure so that they attract towards

the lateral flanges attached to the guideway structure.

Both levitation and guidance magnets are fed from the on-board power system and

controlled by means of electronic choppers so that a gap of 8 - 10 mm (approx.

3/8") is safely maintained ["safe hovering"].

The propulsion system consists of a linear motor featuring the long-stator

component with two three-phase windings with laminated iron core in the guideway

and the levitation magnets of the vehicle providing an excitation field so that

the vehicle travels synchronously with the AC wave of variable fredquency fed

into the long-stator winding.
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2.2 Benefits

Due to its technical features, Transrapid maglev technology is superior to other

transportation systems, particularly in terms of

safety and ride comfort

acceleration and travel speed

grade capability and alignment flexibility

- cost effectiveness and operational versatility

(4 chart: Performance Capability)

It is interesting to see that despite the current success of advanced wheel-on-

rail projects there is more and more initiative worldwide to make maglev

technology available for the future replacement of conventional railroads.

In order to justify Transrapid consideration for public service, the German

Government requested an unbiased evaluation whether or not the maglev technology

is ready for application. This evaluation focused on the following questions:

Is the development and testing status of the system sufficiently advanced

to consider the technology for concrete application cases and project

planning procedures?

- Are there any inherent safety risks in the entire system or in any of the

subsystems?

As far as specific solutions have not yet been demonstrated, will these

solutions be available by the time of application?

- Is there sufficient certainty in the calculation of specific investment costs

at the time of assessment?

A special task force under leadership of the German Federal Railways conducted

thorough investigations of the comprehensive documentation and additional

experiments on the test facility, altogether more than two years of intensive
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study work. The team ended up with fully positive answers to the above

questions: Transrapid maglev technology is technically ready for application as

a public transportation system!

2.3 Performance Highlights

During an extended test period early in June 1993, the opportunity was taken to

demonstrate again the performance capabilities of the Transrapid technology.

The outstanding result of these demonstrations was a new world record for manned

maglev vehicles at 450 kph (280 mph). This peak velocity was reached several

times, first on June 10, 1993.

The numerous endurance runs during the same testing period may be even more

significant to prove the system's suitability for commercial high speed long

distance operation; the longest non-stop run was 1,674 km (1,040 miles) at top

speeds up to 380 kph (236 mph).

Perhaps even more impressive and meaningful than these performance highlights as

such is the way they were obtained. Without any particular preparation of the

vehicle or the propulsion system, the record speed could be reached repeatedly.

And no limits of the technology were recognizable. The only reason why the test

crew could not head for higher speeds is because the alignment of the test track

does not allow it to go faster [it was originally designed for 400 kph (249 mph)].

Due to the contact-free levitation, guidance and propulsion/braking coming with

the maglev technology, high-speed operation is not related to any mechanical

wear. On the contrary, rail-bound trains are facing.a substantial increase in

wear of their mechanical components such as the wheel and rail profiles, motors

and gears, brakes, overhead power catenary and pantographs. Typically, the

excessive wear and tear resulting from fast railway operation and the associated

dramatic increase in operation and maintenance costs are the controlling factors

that limit the design speed for wheel-on-rail projects.
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3. Application

Considering

- the overall acknowledged benefits of the German Transrapid maglev technology,

its brilliant performance highlights, and

- its development status reached so far which is topped by the certification for

public service in the country of origin,

there is no doubt that the time has come for commercial deployment.

3.1 Germany: The Berlin - Hamburg Project

The Federal Master Transportation Plan for Germany, currently under parliamentary

discussion, features numerous projects to upgrade the infrastructure urgently

needed for the fostering of the economic development of the country after

unification in 1990. One of the most important projects in the plan is the high-

speed passenger transportation link between Berlin and Hamburg. This project has

been dedicated to maglev technology provided all conditions can be met.

An overview of the key features of this project is given in the Project Data

Berlin-Hamburg chart. (_ chart: Project Data Berlin-Hamburg Maglev Link)

Up to now, intercity transportation in Germany is an issue of Federal

responsibility and thus entirely publicly funded. For the first time ever, the

Berlin-Hamburg maglev project is intended to be established as a public-private

partnership featuring a substantial private contribution in the funding. Thyssen

as the development leader of the technology was invited to come up with a

feasible financing scheme to meet the governmental requirements. Together with

our industrial partners of the Magnetschnellbahn Berlin-Hamburg GmbH (Siemens,

Daimler Benz/AEG) and leading German banks (Deutsche Bank, Kreditanstalt f_r

Wiederaufbau) Thyssen submitted a conceptual proposal on this matter earlier

this year. Currently the proposal is being reviewed and modified to meet the

imposed conditions. The whole task is particularly difficult as major portions

of the rail-related legislation to be referred to are presently in a process of

being restructured towards part privatization of the German railways system.
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However, we anticipate getting the political go-ahead for the Berlin-Hamburg

project after the final approval of the financing concept which is due by the

end of this year. (_ chart: Financing Scheme Berlin-Hamburg Maglev Link)

3.2 USA: The American MagLine Group

After decades of unlimited growth of both automobile and aircraft traffic in the

U.S., it has become obvious that high-speed ground transportaion is a must to

further provide adequate transportation quality. Otherwise, the ever increasing

mobility demand would face more and more unacceptable conditions in terms of

gridlock and pollution.

Maglev technology in fact has been identified as the most promising approach to

cope with this situation. As a consequence, the National Maglev Initiative (NMI)

has been started to develop asystem capable of meeting the requirements. However,

serious evaluation of the NMI intentions has to admit that it is at least

questionable whether these efforts can ever fulfill the high expectations,

particularly in terms of

- safe and reliable performance,

commercially viable operation, and

availability for public service within less than a decade.

In May 1993, the American MagLine Group (AMG) was founded by four U.S.

companies:

- Booz, Allen & Hamilton, Inc., a Delaware corporation particularly experienced

in transportation systems engineering;

General Atomics, a California corporation with broad expertise in the design

of sophisticated power supply and conditioning systems;

Hughes Aircraft Company, a Delaware corporation with great experience in

systems engineering and command and control systems, and
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- Thyssen Henschel America, Inc., a wholly-owned California subsidiary of

Thyssen Industrie AG from Germany, which holds the lead in the development of

the Transrapid maglev technology to date. (_ chart: AMG Cover Chart)

The objectives of the AMG target the development of a high-speed ground

transportation infrastructure, which creates real and enduring economic and

social benefits to the U.S. (_ chart: Our Objectives)

The intent is to make maglev available for application in the U.S. by
Americanization of existing designs.

Based on a transfer of the original design and manufacturing know-how,

"Americanization" means (_ chart: Americanization of Transrapid)

- to create subsystems based on U.S. state of the art: operation control,

communications, propulsion, power distribution, etc.

- to establish the American subcontractor/supplier infrastructure and American
manufacturing base

to develop the data needed to facilitate DOT certification of the system.

Taking advantage of the expertise of the AMG partners, a preliminary assignment

of work has been agreed on. (_ chart: AMG Partners and Work Assignment)

The AMG program plan allows use of the readily developed Transrapid

technology to quickly implement a maglev project and to create a large number of
jobs. (_ chart: AMG Program Plan)

Thus, the technology can be made available very soon, allowing a fast start on a

commercial U.S. project (_ chart: System Upgrade and Conversion)
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The time factor is particularly interesting with regard to the jobs resulting

from such a project. The example of a LAX Palmdale connection based on

Transrapid technology showshow soon construction can start, as preparatory work

does not significantly exceed the amount involved in conventional train

projects. (_ chart: Maglev Project Example)

There are plenty of both potential U.S. and overseas candidate projects for

maglev application as offered by AMG,including California, Florida,
Pennsylvania and the DOTHigh-SpeedCorridors as well as in the Pacific rim.

(_ chart: Potential Transrapid-based Projects)

The effect of job creation in AMG'smaglev system program is particularly

impressive comparedto alternative approaches. (_ chart: Job Creation in Maglev

System Program)

Considering the current decrease of the defense sector, conversion to civilian

technologies is most time-critical to avoid serious damageto the economy.
Assuming the overall volume of jobs generated by a maglev project is

independent of the specific technology, it is most important to comeup with a

concept providing occupation in the field of high tech development and
manufacture the sooner the better. Under this criterion the AMGapproach is

obviously superior to other alternatives as it takes advantage of the Transrapid

state of development reached so far.
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4. Summary

The Transrapid maglev technology is at the threshold of commercial deployment

and technologically all prerequisites for the successful operation of the system
in public service are given.

In post unification Germanythe domestic maglev technology is envisioned to be

applied in the Berlin-Hamburg project. At present, a public-private funding

concept is being prepared and the lengthy planning process is about to be
initiated.

In the USA the AMG has presented a program to Americanize the technology and to

make it available for commercial use in the U.S. in the very near future.

(4 chart: AMG Program Summary)

The paramount features of this program

generate economic development

provide a basis for transportation technology development

create opportunities for U.S. industry

improve the U.S. transportation infrastructure and

- improve the environment and traveler safety.

Maglev is ready for the U.S.;is the U.S. ready for maglev?
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Duncan McCallum
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Cambridge, MA

SUMMARY

A modeling, analysis, and control design methodology is presented for maglev vehicle ride
quality performance improvement as measured by the Pepler Index. Ride quality enhancement
is considered through active control of secondary suspension elements and active aerodynamic
surfaces mounted on the train.

To analyze and quantify the benefits of active control, the authors have developed a five
degree-of-freedom lumped parameter model suitable for describing a large class of maglev
vehicles, including both channel and box-beam guideway configurations. Elements of this
modeling capability have been recently employed in studies sponsored by the U.S. Department
of Transportation (DOT).

A perturbation analysis about an operating point, defined by vehicle and average crosswind
velocities, yields a suitable linearized state space model for multivariable control system
analysis and synthesis. Neglecting passenger compartment noise, the ride quality as quantified
by the Pepler Index is readily computed from the system states. A statistical analysis is
performed by modeling the crosswind disturbances and guideway variations as filtered white
noise, whereby the Pepler Index is established in closed form through the solution to a matrix
Lyapunov equation. Data is presented which indicates the anticipated ride quality achieved
through various closed-loop control arrangements.

1. INTRODUCTION

A maglev vehicle's suspension system is required to maintain the primary suspension air gap
while minimizing passenger compartment vibrations in the presence of guideway irregularities
and aerodynamic disturbances. It must meet these requirements while: (1) minimizing the size
of the required air gap so that more efficient lift magnets can be employed; (2) minimizing the

_'This work was supported in part by Draper Independent Research and Development (IR&D)

Project #463.

PAC_ _* _" _ INTENTiOf_IALL¥BLANK '
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stroke length of the secondary, suspension so that vehicle frontal area and drag are as small as
possible; (3) minimizing the size, weight, and required power of active suspension elements.
Unfortunately, these design goals conflict with the desire to increase the allowable guideway
roughness (to reduce guideway cost) and maximize crosswind disturbance rejection. Active
control offers great potential to improve suspension performance. Constructing a maglev
transportation system, or even a short test section, is a very expensive venture. Therefore, it is
cost effective to develop analytic tools that can predict trade-offs between the various
conflicting system requirements and performance metrics. This allows design alternatives _o be
examined before building either an actual system or scale model. Unfortunately, the scaling

properties associated with magnetic systems preclude construction of accurate maglev vehicle
scale models.

In this paper we describe a modeling, analysis, and control design methodology specifically
for ride quality improvement as measured by the Pepler Index. We consider a generic EDS
type maglev vehicle having a null flux prim,a_ suspension and bogies. "This is a variation of the
vehicle proposed by the Bechtel consortium s System Concept Definition (SCD) study [ 1]. The
model incorporates front and rear bogies, each having roll but no pitch or yaw dynamics. The

guideway disturbance is modeled in three directions (vertical, lateral, and roll) as linear systems
driven by white noise. A crosswind disturbance, which acts against the side of the vehicle, is
also modeled in this fashion. We consider control authority produced by an active secondary

suspension consisting of actively controlled elements (hydraulic or electro-mechanical
actuators) that exert forces between the vehicle and its suspension bogies. We also analyze the

potential benefits of actively controlled aerodynamic surfaces implemented in conjunction with
the conventional secondary suspension. The aerodynamic control surfaces considered here are

winglets that exert forces directly on the vehicle body, which, due to high vehicle operating
speeds, can produce reasonably large forces when modestly sized. Aerodynamic control
surfaces have the advantage of exerting forces directly on the vehicle without exerting reaction

forces on the bogies.

Wormley and Young developed a heave and pitch model of a vehicle subjected to
simultaneous guideway and external (such as wind) disturbances [2]. A methodology for

optimizing the passive suspension performance in the presence of these simultaneous
disturbances was derived and the results evaluated. Guenther and Leonides developed a

multiple degree-of-freedom model for a maglev vehicle that includes front and rear bogies, with
a time-delayed guideway disturbance to the rear bogie [3]. A control system was developed
based on the solution to the stochastic optimal control problem. Gottzein, Lange, and Franzes

developed a secondary suspension model with an active control system for a Transrapid type
EMS vehicle [4]. A Linear Quadratic Gaussian (LQG) controller was developed for the vertical

direction.

The research presented here is a natural extension of the works cited above to provide an
integrated five degree-of-freedom model that includes guideway irregularities and aerodynamic
effects. The remainder of this paper is organized as follows: §2 contains an overview of the
model employed in our analysis; §3 hosts a discussion of the control system analysis and design
methodology employed by the authors to obtain results given in §4; §5 concludes with

summary remarks about and consequences of our findings.

2. ANALYSIS MODEL OVERVIEW

Key elements of the analytic model developed for ride quality analysis and control system
synthesis are presented within this section. Assumptions imbued in the modeling process are
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stated explicitly. However, for the sake of brevity, a rigorous treatment of vehicle dynamics is
not developed here. The interested reader is referred to [1],[5], and [6] for more lengthy
discussions.

A depiction of the maglev system under discussion is given in Fig. 1, which shows the
vehicle body suspended on two bogies. The bogies contain superconducting magnets required
for the primary suspension which suspends the bogies relative to the guideway. The secondary
suspension is composed of passive spring and damper elements as well as active components
that exert forces between the bogies and the vehicle body. We assume that the primary and
secondary suspension elements exert forces in the vertical and lateral directions, as well as roll
torques. Additional control authority is provided by six active aerosurfaces mounted on the
train.

AERODYNAMIC ACTUATORS

AERODYNAMIC._.DISTURBANCES _ V_..._._PASSENGER COMPARTMENT

SECONDARY SUSPENSION-.----_ _'_
h-" f'

1_ SUSPENSION BOGLES -"-[ ]

PRIMARY SUSPENSION _ _ AIR GAP

GUIDEWAY

Figure 1. Maglev Vehicle Concept.

Disturbances to the system are guideway irregularities and aerodynamic forces due to
crosswinds. The guideway is assumed to be perfectly rigid, but with an irregular surface that
can be described by three sets of independent statistics: one each for vertical, lateral, and roll
disturbances. For analysis purposes, we assume a worst case scenario where crosswind
disturbances act in the lateral direction.

We assume that the vehicle forward velocity, V, is constant and that there is no coupling
between the magnetic propulsion and levitation systems. The vehicle body and bogies are
permitted to move in the vertical and lateral directions, and also to roll. The vehicle body has
the additional freedom to yaw and pitch. Variations about the vehicle's forward velocity are not
included in the model. The allowable directions of motion are sketched in Figures 2 and 3,
where the variable y represents the lateral direction, z vertical, _ roll, 0 pitch, and g yaw. The
lack of bogie yaw and pitch dynamics is not seen to be a major analytic deficiency. Due to the
large moment arm about the vehicle body's center of gravity (CG), the torque on the vehicle
body caused by bogie yawing is expected to be small compared to that due to lateral
displacement of the bogie. A similar argument applies to the omission of bogie pitch dynamics.
In conjunction with this restriction, there is no finite magnet length filtering of the guideway
disturbances, as might be the case for an actual vehicle.
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The following additional assumptions are made: the vehicle body's and bogies' CGs are in

the geometric center of the respective bodies, both laterally and longitudinally; the vehicle body
and bogies are completely rigid; the passengers and their baggage are fixed to the vehicle body;
both bogies have identical dimensions, mass properties, and primary suspension stiffnesses; and
small angle approximations are valid throughout the linear suspension model when relating

linear to angular displacements.

The maglev vehicle's physical parameter values in our analyses are similar to a box-beafn

guideway design developed by the Bechtel consortium for the U.S. Department of
Transportation [1]. Representative gross physical properties are summarized in Table 1. The
remainder of this section consists of a brief synopsis of the suspension force models followed

by a discussion of the active aerodynamic surfaces considered. The section is concluded with
descriptions of the guideway and crosswind disturbance models utilized.

A. Suspension Forces

To obtain a suitable linear system description, we model the maglev vehicle in a lumped
mass fashion. All suspension elements are modeled as massless generalized springs. For

example, the suspension force, F, due to the displacement between the front bogie and the

guideway is determined by the relationship below:

F=Kr+D/" (1)

where K is the spring stiffness matrix, D is the damping, and r is the equilibrium displacement
vector. The spring constants for the primary suspension system are dependent upon forward
velocity; representative values as a function of train speed are given in Table 2. Damping for
this type of magnetic suspension is believed to be very low [7] and therefore is assumed zero
for modeling purposes. Passive secondary suspension spring constants and damping ratios are
selected to improve ride quality while simultaneously preventing touchdown and limiting the
active secondary suspension stroke. The optimization procedure is discussed in §3.

L Z_ehic]eLC _

Zrear bogie

_RCeG_o _ie_

)guideway

guideway

Zfront bogie

Zl(t)gu_

guideway

Figure 2. Degrees of Freedom: Side View

Ovehicle

Zguidewa_ Yguideway _guideway

IGuideway ! (_ _

Figure 3. Degrees of Freedom: Front View.

96



Table1
RepresentativePhysicalDimensions

Parameter

Vehicle Height

Vehicle Length

Value

4.9m
36.1m

3.7mVehicle Width

Total Mass 64400kg
Passenger Compartment 40830kg
Mass

Distance Between Bogies 18.7m
Bogie Height

Bogie Width
Top Winglet CP to Train
CG (vertical)

0.75m

1.5m

2.3m

Side Winglet CP to Train 2.4m
CG (horizontal)

Table 2

Primary Suspension Stiffness

Vehicle

Speed Lateral [ VerticalStiffness Stiffness

50.0 -1.09e7 -3.23e7
rn/s N/m N/m
134.0
m/s
150.0

m/s

-1.35e7

N/m

-1.36e7
N/m

-4.01e7

N/m

It is assumed that all suspension forces act in equal and opposite directions across the gap
between the elements under consideration. For simplicity, we model these forces as being
applied to fixed points relative to the guideway's, bogies', and passenger compartment's centers
of gravity.

B. Aerodynamic Actuation

Six active aerodynamic surfaces, as shown in Figure 1, are available to the control system for
improving ride quality. We assume that these actuators operate in "free-stream" and are
modeled as winglets with one degree-of-freedom. Four winglets are mounted on the sides of
the train and produce vertical forces at the surfaces' centers of pressure (CP): two in front on
opposite sides, and two in back on opposite sides. Two winglets are mounted on the top of the
train (in "rudder-like" arrangements) to provide lateral forces.

The lift force for a flap in free-stream is given by:

F L = lplVairl2 ACL(O0 (2)

where p is air density, A is area, Vair is the velocity of the air mass relative to the winglet, and
ot represents angle of attack. We consider only the lift component of the flap forces. The
induced drag of the flaps is calculated to determine the drawbacks of aerodynamic control in
[5], but its effect on ride quality is not considered here. Since induced drag acts parallel to the
velocity vector, drag forces lie in a direction not included in our model. The lift coefficient is

obtained from conventional aerodynamic theory [8] and is nearly linear for small angles of
attack. A linear equation for CL(O0 results: CL(O0 = CLO_, where CL = 0.0264/°. We assume

that Vair in (2) is equal to the train's velocity and ignore the effects of crosswind and vehicle
rotation. Also, we use a small angle approximation for _ to model the lift force as
perpendicular to the undeflected winglet surface.

In theory, a very large aerodynamic force can be obtained for relatively low aero-actuator
torque. Since the flaps rotate about their centers of pressure, the aerodynamic torques across
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flap rotation joints are small when compared to the forces generated by the flaps. However, the
actual force required in a hydraulic system that drives a winglet can still be large, due to

physical constraints and practical considerations. The dynamms of the closed-loop system may
dictate a high actuator bandwidth resulting in large actuator power requirements.

C. System Disturbances

Guideway irregularities are captured by the stochastic model:

ArV

_guideway (CO)=
(3)

where _)guideway is the guideway Power Spectral Density (PSD), Ar is the Roughness

Parameter, and V is the train's forward velocity. A roughness parameter corresponding to
welded steel rail (gage 4-6) is used to define the guideway PSD, which is subsequently used to
form a linear system driven by white noise to describe the guideway position variations. While
a typical guideway will not be made of steel and its irregularities as seen by the train will be
dominated instead by the misalignment of guideway coils, its roughness parameters are

expected to fall in the range of those of welded steel rail. Roughness parameters are given in
Table 3.

We assume further that the guideway disturbances act upon the front and rear of the train at

the bogie locations. Since the guideway is assumed rigid, the disturbance affecting the rear
bogie is identical to that acting on the front bogie, but delayed in time. Therefore, we model the
rear guideway dynamics by the time delayed front guideway position variation. Clearly, the
time delay is inversely proportional to vehicle forward velocity: Tdelay = L/V, where L is the
distance between bogies. Since a time delay cannot be described by an exact finite dimensional
continuous time state space representation, a Pade approximation is incorporated into the

control system analysis and synthesis model:

1, T sX2 _.1 +""-sT = 2 + TdelayS + _..(- delay ) + (-Tdelay s)3
e

2 + TdelayS + 1 (TdelayS)2 1 3+-_. (Tdelay s) +...

(4)

The crosswind description consists of the sum of two terms: a constant, steady-state mean
value and a time variant random process. The mean crosswind velocity is equal to half of the

peak crosswind velocity, assuming a maximum three sigma variation from the mean. In our
analysis we assume 26.8m/s (60mph) crosswind peak. The PSD of the time varying crosswind

component is given by:

2°2v (5)
(])wind (C0) = 0)2 + V2

where the break frequency, v, is 1.0 rad/sec, and the RMS wind velocity, ow, is 4.8 rn/s

(10mph). (/)wind is implemented by a linear system driven by white noise. We assume that the

crosswind is perpendicular to the guideway. This maximizes vehicle sideslip, effectively

softening the lateral suspension stiffness and thereby degrading system performance.
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Table 3

Guideway Roughness Parameters

Parameter

Ar (vei_tical)

Ar (lateral)

Ar (roll)

I Value

1.2e-6 rad^2-rr/s

1.2e-6 radA2-m/s

5.7e-7 radA4/m-s

3. ANALYSIS

Analysis of the system model begins with choosing the passive secondary suspension's
stiffness and damping parameters. The function of the secondary suspension system is to
improve ride quality while simultaneously preventing vehicle contact (touchdown) on the
guideway. The active secondary suspension stroke must also be kept within practical limits.
Typically, the passive suspension parameters cannot be selected to optimize all of these criteria
simultaneously, and hence, the parameters are determined through trade-off analyses. Once the
suspension elements have been defined, a force balance condition is exploited to determine

nominal operating equilibrium values for the vehicle's center of pressure and sideslip angle
(given forward and average crosswind velocities). Finally, the linear perturbation model is
assembled and a candidate control law synthesized. The resulting closed-loop system is
analyzed in a statistical framework. The remainder of this section presents further details of
these procedures.

A. Secondary Suspension Parameter Optimization

The primary suspension design involves an inherent conflict between ride quality and
guideway tracking. A stiff primary suspension provides improved guideway tracking at the
expense of significant guideway and wind disturbance transmission to the passenger
compartment. Additionally, a stiff magnetic suspension generally exhibits efficient power
consumption. Power considerations, rather than ride quality factors, generally dictate primary
suspension design. With the primary suspension parameters assumed given, the secondary
suspension parameters are chosen to address the trade-off between the system performance
measures of interest, with the overall goal of achieving the best ride quality.

System performance can be evaluated through the root mean squared (RMS) values of

relevant quantities in our model. RMS velocity and acceleration levels can be used to compute
the Pepler index. The primary air gap and secondary suspension stroke requirements can also
be estimated from the RMS variations of these variables, which provides a method of

specifying the primary and secondary suspension stroke limits through stochastic control
techniques. The motivation behind this treatment stems from the guideway and wind
disturbances being characterized by linear systems driven by white noise, whereby it is natural
to determine the system outputs for analysis in a similar form.

Details of the trade-off studies used for characterizing the passive secondary suspension
system are beyond the scope of this paper, but can be found in [1],[5], and [6]. The design
parameter values are listed in Table 4.
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Table4
PassiveSecondarySuspensionParameters

Vertical NaturalFrequency
Vertical DampingRatio
LateralNaturalFrequency
LateralDampingRatio
Roll Stiffness
Roll Damoing

0.8Hz
0.10
1.5Hz
0.5
0.0N-m/rad
2.0e6N-m-s/rad

B. OperatingPointForceBalance

To obtaina linearstatespaceperturbationanalysismodel,weneedto determinethevehicle
steady-statesideslipangle,[3,andthelocationof thecenterof pressure(CP)relativeto theCG.
This is performedthrougha forcebalanceanalysis,whereforcesandmomentsarisingfrom the
constantcomponentof crosswindvelocityarecanceledby theprimary andpassivesuspension
systems(Equation(1)). Crosswindforceson thetrainaremodeledasa sideforceactingat the
CPperpendicularto forwardvelocity. Theaerodynamicsideforce is givenby:

[Fy]aero= lplv airl2mtCy(_) (6)

whereAt is thetrain'scross-sectionalareaandCy([3)is thecoefficientof sideforce. The air-
relativetrainvelocity,Vair,is thevectorsumof thetrains earth-relativeandcrosswind
velocities. Theaerodynamiccoefficient,Cy([3),is non-linearlydependenton thesideslipangle
andis describedby a thirdorderpolynomialfit to datageneratedin [5].

Thus,givenforwardvehiclevelocity andsteady-statecrosswindspeed,theaerodynamic
forceson thevehiclearecomputedasafunctionof 13andCPlocationvia (6). A setof
nonlinearequationsis solvednumericallytodetermine[_andCPby balancing[Fy]aeroagainst
thenonaerodynamicforcescontainedin themodel,whereall time-varyingzeromean
disturbancesandactuatordisplacementsarenulled. For thedatapresentedin §4, thevehicle
andmeanwind velocitiesare150m/s(336mph)and13.4m/s(30mph)respectively.The
resultingsteady-statesideslip,_, is 0.092rad(5.27°),whichcorrespondsto a0.0026rad(0.149°)
vehicleyaw angle,_g.

C. CovarianceAnalysis

To constructour linearperturbationmodel,we furtherassumethatthepassenger
compartmentandbogieangularrotationratesaresmall,andweneglectnonlinearcoupling
termsdueto Coriolis accelerationsandgyroscopiceffects.Theresultinglinearequationsof
motionareplacedin statespaceform, x = Ax + Bu + Fw, where:thesystemstate,x, contains
trainandbogiepositionsandvelocities,andguidewaypositions(constrainedto appropriate
degreesof freedom);thesystemactuatorinputvector,u, containsactivesecondarysuspension
forceandaerosurfacedeflectioncommands;andthedisturbanceinput vector,w, is (Gaussian)
unit intensitywhite noise.
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A measure of ride quality commonly used for maglev vehicles is the Pepler ride quality
criteria [9], P.I., which is given by:

P.I.= 1.0 + 0.5_+ + 17_ + 17c_ + 0.1(dB(N) - 65) (7)

where c k is the passenger RMS roll rate, _2 is the passenger RMS vertical acceleration, c 9 is
the passe'_ger RMS lateral acceleration, and dB(N) is the passenger compartment noise level

(decibels). Values of the Peplar Index varying from 1 (very comfortable) to 7 (very
uncomfortable) provide an indication of perceived ride quality.

In our analysis, we ignore the compartment noise level. Hence, P.I. is a scalar sum of system
statistics, which can be denoted z = Cx + Du (ignoring the constant term, 1.0). By defining our
analysis variables in this manner, we proceed to design a controller using Linear Quadratic
Regulator (LQR) theory, which synthesizes a state feedback control law of form: u = -Gx. The

gain matrix, G, is selected to minimize a quadratic cost functional that includes weighted terms
containing performance variables of interest and control energy required. The cost functional,
J, provides an optimal trade-off between actuator effort and closed-loop system performance:

• )J= lim EIf(z(t)'rQz(t)+ u(t)'rRu(t))dt

T---}** L0 _
(8)

The matrices Q and R are used to vary the relative importance of the system outputs and control
effort respectively (E denotes the expectation operator). The gain matrix G minimizing this
cost functional is given by:

G = R-I[DTQC + BTK] (9)

where K is the solution to an algebraic Riccati equation [10]:

KA + ATK + cTQc - [KB + CTQD]R-I[BTK + DTQc] = 0 (10)

We calculate the closed-loop system steady-state state covariances analytically. If Acl is the
closed-loop system matrix (Acl ---A - BG), then the state covariance matrix steady-state
solution, Zxx, is the solution to the Lyapunov equation [11]:

AclExx + Zxx Acl T + FF T = 0 (11)

A system output for analysis, denoted y, is defined as a linear combination of system states:
Y = CoutX. The output covariance matrix, Zyy, is given by:

_yy = Cout Y'xx Cout T (12)

The RMS of the output vector, y, is directly computed through the terms along the diagonal of
Zyy. This analysis methodology permits us to compute analytically the statistics of important
system properties, such as the Pepler Index, bogie displacements, and actuator commands,
without having to resort to Monte Carlo schemes.
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4. RESULTS

Results obtained using the analysis model described in §2 are presented here. Control

algorithms are developed and the resulting closed-loop systems analyzed as per §3. We select
the weighting matrices, Q and R in (8), to provide good ride quality while maintaining, if
possible, the strict suspension gap requirements defined in [ 1]. Tables 5 through 8 present data
indicating basic system performance for four candidate control strategies: (1) no active control

(open-loop); (2) active secondary suspension control only; (3) active aerosurfaces only, and (4)
active secondary suspension and aerosurfaces (hybrid control). The tables present results
associated with guideway disturbances alone, crosswind disturbances alone, and the combination
of both sets of disturbances. RMS accelerations are evaluated for passengers seated over the

front bogie, at the center of the passenger compartment, and over the rear bogie. These RMS
values, along with the RMS roll rate, permit ride quality to be evaluated in terms of the Pepler
Index at these three locations.

We assume a forward vehicle velocity of 150rn/s (336mph) and a peak crosswind (three-

sigma) velocity of 26.8m/s (60mph). The nominal air gaps are 5 cm in the lateral direction and
10 cm in the vertical direction. We desire a five-sigma air gap variation requirement in response
to disturbances. This requirement is most difficult to meet at the front of the vehicle, where the

steady-sate air gap deviation is 0.85 cm in the lateral and 0.72 cm in vertical direction. For the
secondary suspension strokes, the maximum allowable values are 19 cm in the lateral and 10 cm
in the vertical direction, and in this case the requirement is relaxed to three-sigma variations.

Again, the front of the vehicle has the largest steady-state deviation, 3.19 cm in the lateral
direction and 2.43 cm in the vertical direction. Both the air gap variations and secondary

suspension strokes are determined at the outside edge of the front and rear bogies.

A. Passive Secondary Suspension

Passive secondary suspension optimization was described in §2. The performance given by
the passive system is given in Tables 5 through 8, and is taken as the baseline against which the
actively controlled systems are compared. The ride quality, as measured by the Pepler index, is
uncomfortable at the front and is tending toward somewhat uncomfortable at the center and rear
of the vehicle. The acceleration, air gap, and secondary suspension stroke variations in the
lateral direction are all largest at the front of the vehicle due to the location of the center of

aerodynamic pressure ahead of the center of gravity. The requirement on the lateral air gap
variations is not achievable for any secondary suspension design, and therefore indicates that a

basic change in the primary suspension system is necessary. However, for the purposes of this
paper, the lateral air gap variations will be minimized as much as possible. Also, although not
unreasonable, the 26.8m/s (60mph) peak crosswind velocity assumed for this study is rather

high; crosswinds of this level may not be present in all scenarios. However, since the crosswind
force is approximately proportional to the product of vehicle velocity and crosswind velocity, a

speed restriction during high wind conditions will ameliorate the detrimental effects of
crosswinds.

B. Active Secondary Suspension

In this paper, active secondary suspension refers to a configuration where active hydraulic
actuators are employed between the vehicle body and the bogies. The active and passive

suspension elements are assumed collocated. Note that the RMS acceleration levels for this
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systemhavebeenreducedwhencomparedto thepassivesystemin boththeverticalandlateral
directions. Sincethepassivesystemhasverticalair gapvariationswhich arebelowthesystem
requirement,theoptimalcontroldesignmethodologywasusedto achievesmallervertical
accelerationsat theexpenseof largerair gapvariations,asdiscussedin §3. However,in the
lateraldirection,thepassivedesignexhibitedair gapvariationswhichwerelargerthanallowable
andsothis trade-offcouldnotbeutilized. In addition,theauthorsdecidedthatthecontroldesign
shouldnot attemptto reducethelateralair gapvariations(relativeto thoseachievableby passive
suspension);wedonotendorseanEDSvehicledesignthatdependson theactivecontrol system
to maintainadequateair gapclearance.A failureof thecontrolsystemcouldresultin vehicle
contactwith theguideway.

An importantaccomplishmentof theactivesecondarysuspensionis thereductionof the
vehicleroll rateby approximatelyafactorof 10. This is especiallysignificantsinceroll hasbeen
judgedto beanespeciallyuncomfortablemotionby passengers:half of theroll rateRMS adds
directly to thePeplerindex. ThePeplerindexhasbeenreducedby 2.0-2.5at all threelocations
alongthevehicle. Thisresultsin aride qualitywhich is consideredbetterthanaverageand
towardscomfortableatthecenterandrear.

A fundamentaldisadvantageof theactivehydraulicactuatorsis thatanyforceexertedagainst
thevehiclebodyto canceladisturbancewill haveanequalandoppositereactionforceacting
againstthebogies. Thusthereis adirecttrade-offbetweenair gapvariations,secondary
suspensionstrokes,andvehicleaccelerations.

C. ActiveAerodynamicSurfaces

Theuseof activeaerodynamiccontrolsurfacesresultsin verticalaccelerationswhich are
smallerat all threelocationsalongthevehicleandlateralaccelerationswhicharelower atthe
centerandrearbut slightly higherat thefront of thevehicle. Theridequality (asmeasuredby
thePeplerindex) is thesameat thefront butslightly lowerat thecenterandrearof thevehicle
whencomparedto theactivesecondarysuspensiondesign. It is importantto notethatthisride
quality improvementisobtainedwithout anyappreciableincreasein theair gapvariations,in
contrastto theactivehydraulicactuatorsuspension.Comparedto thepassivesystem,the
secondarysuspensionstrokesarelarger,especiallyin theverticaldirection,but remainwithin
acceptablevalues. Theroll rateis slightly lessthanthatof thesystemwith hydraulicactuators.

Theprimaryadvantageof theactiveaerodynamicsurfacesis thattheyexertforcesagainstthe
vehiclebodywith respectto anearthfixed (inertial) frame. Therefore,theeffectsof guideway
disturbanceson thevehiclebodycanbeminimizedwithoutdirectly affectingtheair gap
variations. This is equivalentto holdingthevehiclebodystationar_while thebogiesbounce
beneathit. Of course,thisresultsin largersecondarysuspensionstrokevariations,as illustrated
by thedatapresented.Thecrosswindforcescannotbecanceleddirectly eventhough,like the
aerodynamiccontrolsurfaces,theyactdirectly on thevehiclebody. Two primaryreasonsfor
this arisebecausethecrosswinddisturbanceis neither:(1) knownbeforehand,astherear
guidewaydisturbancesare,nor (2) directly measurable.Anotherreasonstemsfrom non-
collocationof crosswindforcesandaerodynamicactuators.

ThemaximumRMS angleof attackof theaerodynamicsurfaceswasassumedto be9°, based
on thepredicteddeflectionat whichtheaerodynamicsurfacestalls. Thisvaluewasusedfor all
of theaerodynamicsurfaces.Morecontrolauthorityfor thelateralfin atthefront of thevehicle
would haveprovidedagreaterpotentialfor ridequality improvement.However,thesizeof the
aerodynamicactuatorsat all locationswaslimited to practicalvalues.
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D. ActiveHybrid Suspension

Thehybridactivesuspension,which incorporateshydraulicactuatorsbetweenthevehicle
bodyandbogiesaswell asaerodynamicactuatorsmountedto thevehiclebody,achievesslightly
lower lateralaccelerationsatthefront andcenterof thevehiclewhencomparedto theother
activesuspensionconfigurations.Theaccelerationreductionin thelateraldirectionat therear,
andin theverticaldirectionat thefront, center,andrearis moresignificant. Theroll rateis
controlledaswell asfor thesystemwith activeaerodynamicsurfaces,andthePeplerindex
valuesareconsiderablylower thaneitherof theothertwo activesystems.Accordingto the
Peplerindex,theride quality atthefront of thevehicle,despitethehigh lateralaccelerations,is
betterthanaverage,while atthecenterof thevehicleit is comfortable.Thebestride quality is
achievedat therearof thevehicle.

Theair gapvariationsin bothdirectionsarelessthanthoseof thepassivesuspension,while
theverticalsecondarysuspensionstrokesarehigher,but within specifications.Thelateral
secondarysuspensionstrokesarelower thanthoseof thepassivesuspension,Sinceadditional
resistanceto crosswinddisturbancescanbegainedbothby makingthevehicle'sapparentmass
largerandeffectivelymakingtheentirevehicle'syawandlateralstiffnesslarger,thesecondary
suspensionstrokevariationis reduced.

Notethatfor the inclusionof guidewaydisturbancesonly, all threeactivecontroldesigns
resultedin betterride qualityat therearof thevehiclethanatthefront. This is dueto the
previewof therearguidewaydisturbancesfrom themomentthefront bogieexperiencesthem.

Table5.
PeplerRideComfortIndexValues

V = 150m/s (336mph);RMSWind = 4.8m/s (10mph)

Front
Guideway
Crosswinds
Combined
Center
Guideway
Crosswinds
Combined
Rear
Guideway
Crosswinds
_nrnhine.d

Passive

Secondary

3.62
4.99
5.97

3.32
3.61
4.57

3.69
3.52
4.74

Active

Hydraulic
Secondary

2.05
3.12
3.46

1.81
2.07
2.38

1.96
1.88
2.33

Active
Aero-Surfaces

Acuve

Aero &

Hydraulic
Secondary

1.91
3.23
3.45

1.60
1.98
2.16

1.70
1.77
2.05

1.63
2.86
2.96

1.32
1.88
1.93

1.22
1.48
1.53
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Table6.
RMS VehicleAccelerationsandRoll Rate

V = 150m/s (336mph);RMSWind = 4.8rn/s(10mph)

Front Y Train
Accels
Guideway
Crosswinds
Combined
CenterY
TrainAccels
Guideway
Crosswinds
Combined
RearY
Train Accels
Guideway
Crosswinds
Combined
FrontZ
TrainAccels
Guideway
Crosswinds
Combined
CenterZ
TrainAccels
Guideway
Crosswinds
Combined
RearZ
Train Accels
Guideway
Crosswinds
Combined
Roll Rate
Guideway
Crosswinds
Combined

Passive
Secondary

5.32g/100
14.26g/100
15.22g,/100

3.89g/100
6.19g/100
7.31gJl00

5.91g/100
5.62g/100
8.16_/100

6.38g/lO0
3.62g/lO0
7.34g,/100

6.01g/100
3.62g/100
7.02g/lO0

6.19 g/lO0
3.62 g]lO0

7.17 g/lO0

1.27 °/s
1.89 */s
2.28 */s

Active

Hydraulic

Secondary

4.09 g/100
11.09 g/100

11.82 _/100

2.94 g/lO0
4.94 g/lO0

5.75 _100

3.65 g/100
3.84 g/100

5.29 g,/100

1.76 g/lO0
0.71 g/lO0

1.90 _/100

1.50 g/lO0
0.71 g/lO0

1.66 fllO0

1.67 g/lO0
0.71 g/lO0

1.81 1o0

0.11 °/s
0.22 °/s
0.25 °/s

Active
Aero-Surfaces

4.08 g/100
12.00 g/lO0

12.68 _100

2.51 g/lO0
4.63 g/lO0

5.27 fllO0

2.93 g/100
3.38 g/100

4.48 g,/100

1.04 g/lO0
0.62 g/lO0

1.21 _100

0.83 g/100
0.62 g/100

1.03 g,/1 O0

0.99 g/lO0
0.62 g/lO0

1.17 _,/100

0.07 °/s
0.17 "/s
0.19 °/s

Active
Aero &

Hydraulic

Secondary,

3.23 g/lO0
9.81 g/lO0

10.33 g]100

1.42 g/lO0
4.05 g/lO0
4.29 _100

0.81 g/lO0
1.73 g/lO0

1.91 _100

0.33 g/lO0
0.61 g/lO0

0.69 _/100

0.30 g/100
0.61 g/100

0.67 g/100

0.27 g/lO0
0.61 g/100

0.67 fflO0

0.06 °/s
0.17 °/s
0.18 °/s

105



Table7.
RMSAir GapVariations

V = 150m/s (336mph);RMSWind = 4.8m/s (10mph)

FrontY
Guideway
Crosswinds
Combined
RearY
Guideway
Crosswinds
Combined
Front Z
Guideway
Crosswinds
Combined
RearZ
Guideway
Crosswinds
Combined

Passive
Secondary

0.333cm
1.242cm
1.286cm

0.266cm
0.355cm
0.443cm

0.732cm
0.941cm
1.192cm

0.720cm
0.094cm
0.726cm

Active
Hydraulic
Secondary

0.424cm
1.153cm
1.228cm

0.450cm
0.329cm
0.557cm

1.346cm
0.652cm
1.495cm

1.400cm
0.230cm
1.419cm

Active
Aero-Surfaces

0.289cm
1.254cm
1.287cm

0.269cm
0.369cm
0.457cm

0.753cm
0.714cm
1.038cm

0.756cm
0.265cm
0.801cm

Active
Aero &
Hydraulic
Secondary

0.292cm
1.178cm
1.214cm

0.269cm
0.307cm
0.409cm

0.484cm
0.767cm
0.907cm

0.600cm
0.216cm
0.637cm

Table8.
RMSSecondarySuspensionStrokes

V = 150m/s (336mph);RMSWind = 4.8m/s (10mph)

Front Y
Guideway
Crosswinds
Combined
RearY
Guideway
Crosswinds
Combined
FrontZ
Guideway
Crosswinds
Combined
RearZ
Guideway
Crosswinds
Combined

Passive
Secondary

0.380cm
4.389cm
4.406cm

0.426cm
1.132cm
1.209cm

1.298cm
1.126cm
1.718cm

1.111cm
1.598cm
1.946cm

Active
Hydraulic
Secondary

0.642cm
5.518cm
5.555cm

1.029cm
4.185cm
4.310cm

3.362cm
1.768cm
3.799cm

Active
Aero-Surfaces

0.369 cm
4.473 cm
4.488 cm

0.414 cm
1.308 cm
1.372 cm

2.475 cm
1.321 cm
2.805 cm

Active
Aero &

Hydraulic
Secondary

0.338
2.481
2.504

0.590
0.133
0.605

2.972
1.522
3.339

3.284 cm
1.531 cm
3.623 cm

2.427 cm
0.996 cm
2.624 cm

2.643
1.088
2.858

cm
cm
cm

cm
cm
cm

cm
cm
cm

cm
cm
cm
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5. CONCLUDING REMARKS

To analyze and quantify the benefits of active control, the authors have developed a five

degree-of-freedom lumped parameter modeling capability suitable for a broad class of maglev
vehicle and guideway configurations. Perturbation analyses about an operating point defined
by train and average cross-wind velocities yield linearized state-space descriptions of the

maglev system for muhivariable control system analysis and synthesis. Results presented in §4
indicate that the use of active aerodynamic control surfaces, in coordination with the active

secondary suspension system, provides significant improvement to the passenger ride quality
while ameliorating primary suspension gap requirements. Similar results by the authors ([1],
[5], and [6]) for alternative system configurations support this conclusion.

Our analysis and design methodology permits us to alter physical properties, actuation (and
potentially, sensing) elements, and disturbance inputs contained within the linear model

description. This can be exploited to ascertain optimal system design parameters through
parametric trade-off analyses. (We appreciate that specific performance predictions generated
by linear analyses should ultimately be verified through high fidelity nonlinear simulation.) A
natural extension to our work includes appending additional modeling capabilities, e.g.: curved
and roiling guideways, vehicle bending modes, actuator and sensor dynamics and noise, and, of
course, more sophisticated control techniques.
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SUMMARY

High temperature superconductors (HTS) hold the promise for applications in magnetic

levitation beating, vibration damping and torque coupling. Traditional magnetic suspension systems

require active feedback and vibration controls, in which power consumption and low frequency

vibration are among the major engineering concerns. HTS materials have been demonstrated to be

an enabling approach towards such problems due to their flux trapping properties. In our laboratory

at TCSUH, we have been conducting a series of experiments to explore various mechanical

applications using HTS. We have constructed a 30 lb. model flywheel levitated by a hybrid

superconducting magnetic beating (HSMB). We are also developing a levitated and vibration-

damped platform for high precision instrumentation. These applications would be ideal for space

usages where ambient temperature is adequate for HTS to operate properly under greatly reduced

cryogenic requirements. We will give a general overview of these potential applications and discuss

the operating principles of the HTS devices we have developed.

This work is supported in part by DARPA Grant No. MDA 972-90-J-1001, and the State of
Texas.
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INTRODUCTION

Many applications can be enhanced by reducing mechanical drag as well as structural

vibration, utilizing magnetic levitation. Systems using active suspension such as electrical feedback

controls or complex pneumatic gas beating systems lack efficiency. However, the benefits of

levitation have greatly increased the durability and life of such devices. Passive magnetic levitation

has existed for many years at low temperature (liquid He), but not until recently has it been shown to

be economically feasible to implement these laboratory devices into practical systems [1-5]. The

introduction of high temperature superconductors (HTS) such as YBa2Cu3OT-d (YBCO) has opened

up a new opportunity for the passive levitation approach which was not thought possible before.

Now a simple permanent magnet can physically levitate a mass with 60 psi pressure in all six degrees

of freedom at 77K. Being a type II superconductor, YBCO exhibits the unique properties of flux

pinning and flux creep effects which can be used to damp unwanted mechanical vibrations. Many

simple structures such as levitated platforms and high-load bearings have started to be developed

using the hybrid magnet-superconductor concepts.

Although HTS materials technology has progressed significantly, even higher levitation or

suspension and stiffnesses will be needed to incorporate these superconducting bearings into a wider

range of applications. High load levitation can be achieved in a passive bearing system composed of

strong permanent magnets, except for the inherent instability as stated in Earnshaw's theorem [6].

Such instability can be overcome by the presence of a field-trapped HTS. The HTS pins the flux

lines and hence resists any change of interior magnetic inductions. In this report we will present the

hybrid superconducting magnetic bearing (HSMB) design which circumvented the unstable

magnet/magnet interactions by using a high quality melt textured YBCO superconductor [7]. The

HSMB design allows for the greater stiffness values and maintains a much higher static load capacity

than the traditional simple zero-field cooled magnet/superconductor bearing based on the Meissner

effect. Small units of a prototype flywheel energy storage system and a vibration-damping platform

using the hybrid design have been constructed in our laboratory. A brief comparison of material

properties with the performance of the hybrid bearings will be given.
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EXPERIMENTAL

The prototype flywheel (Figure 1) with a diameter of 11.9 in. and 30 lb. in weight was

constructed of aircraft aluminum alloy. At the axis of the flywheel are two embedded permanent

Evacuated
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Vertical Height
Controller Motor/Generator

- Motor/Generator
Chamfer

Plate

Vertical _- Chamfer Plate

gs
Engager _ 'Attracting RE
Chamfer -_ nets Motor/Generator

Wheel

Auxiliary

Bearings

LN2 '-

uum

Figure 1:

Levitating

Repelling Aluminum
Flywheel 11.9"

RE Magnets diameter

LN2 inlet LN2 outlet

Baseplate

Line drawing of the flywheel being levitated by RE magnets and stabilized

by HTS.

magnets that serve as the main magnetic bearings. The magnet on the top was used to lift most of the

weight of the flywheel and at the same time assist in radial stability. The bottom magnet (double

dipole) acted as a stabilizer against the magnet/magnet radial and axial instability. The double dipole

consists of a ring magnet surrounding an equal surface area dipole magnet but of opposite axial

magnetization in the center of the ring. A static and dynamic force measurement system [8]

incorporating an elastic beam with strain gauges was attached to the double dipole permanent magnet

used in the flywheel. The double dipole permanent magnets were made of NdBFe rare earth magnet

material having dimensions of 1.9 cm long and 3.81 cm diameter and a surface field of 0.495 T. This

cantilever beam was fixed to a motorized X-Y stage controlled by a computer. The bending of the
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beam was sensed by strain gauges from which output voltages corresponding to the strain in the

bent beam were monitored. A calibration was then done to correlate the strain gauge voltage with the

LN2

TOP
,FLANGE

Break

Elan Optional
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I
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IN\\\\\\\\\\\_ Platform

Large
Viewport

Cold

Stage
Support
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Mount

Stage
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ii?i_ii_ili_i_iCHAMBER
!iSTAND

Vacuum

Figure 2: Line drawing of the levitated vibration-damped platform inside high

vacuum chamber.

forces which produced the beam bending. With the same setup, a mirror was fixed to the end of the

beam directing a laser to a position-sensitive optical detector. The signal from the optical detector

was put through a spectrum analyzer to measure the damping qualities of the HTS. A stationary cold

stage held fixed on an optical table was used to cool the HTS immersed in liquid nitrogen (T=77 K).

The HTS material used in the measurements has dimensions of 8.89 mm thickness and 38.26 mm

diameter. All measurements were conducted under field cooled conditions (FC), which implies a

trapped field. Force and stiffness data were taken for both radial and axial directions on the thrust

bearing configuration.
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A vibration-damping platform (Figure 2) was made of an array of permanent magnets field

cooled over an HTS disk inside a vacuum chamber. Spherical mirrors, a laser and a two

dimensional displacement sensor were used to obtain non-contact vibration characteristics of the

levitated stage. In the center of the stage is a magnet which lifts the extra weight while the HTS

stabilizes and damps out the vibration.

RESULTS

Figure 3 is a plot of radial force hysteresis for small to large displacements when the YBCO

17.5

15

12.5

-5
-.25 0 0.25 0.5 0.75 1 1.25 1.5 1.75 2

Radial Displacement (mm)

Figure 3: Radial force hysteresis over changing amplitudes. Note the larger area for larger

displacements is attributed to flux motion (flux depinning) in the superconductor.

disk is in the FC state. In the FC case the radial magnetic stiffness was observed to be slightly

amplitude dependent. However, the hysteresis area would increase as a function of changing

amplitude because of the flux motion inside the superconductor. This flux motion exhibits an
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energy loss which in turn acts as a damper when low frequency vibration occurs. In table 1, the radial

magnetic stiffnesses are compared between the single dipole and the double dipole under these same

Sample Double Dipole Single Dipole Double Dipole Single Dipole
Rad. N/mm Rad. N/mm Axl. N/mm Axl. N/mm

YSM88top 7.6452 3.4441 15.9338 13.2320
YSM88bottom 8.5235 3.2300 20.5569 16.3550
YSM57 6.4125 2.1153 16.9015 11.5855

Table 1: Magnetic stiffnesses of different HTS samples compared to single and double dipoles.

conditions. Also shown in table 1 is a comparison of the effects of superconducting grain size on

stiffness when the HTS is measured on both faces of a bulk YBCO sample. The superconductor

measured was produced by a seeded and melt-textured process that produced samples having a grain

size of approximately 1.32 in.2 through the length. In figure 4, the vibration characteristics for the

double dipole configuration are shown in comparison with the free beam vibration.

20
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-80

Free beam
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-100-10 0 10 20 30 40 50 60 70 80

Frequency (Hz)

Figure 4: Vibration spectrum of a double dipole field cooled over a HTS compared

to nonsuperconducting state.
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Figure 5: Vibration damping comparison between copper and HTS; the HTS damped

the same impulse amplitude in 0.15 see. compared to > 5.0 sec for the copper.

Figure 5 demonstrates the difference between copper and HTS damping by a multipole array of

magnets attached to a vibrating beam. Using the frictionless behavior of magnets and HTS, it is

possible to construct a totally decoupled system instead of a spring damper demonstrated here in this

system.

CONCLUSION

It is apparent that the HSMB allows the ability and improvement in superconducting

bearings. The HSMB design appears to be a good candidate for the flywheel energy storage device.

Furthermore, the double dipole demonstrated higher stiffnesses in both the axial and radial

directions above that of the conventional single dipole over I-ITS, due to its increased magnetic field

gradient. The superconductor also has proven to be a good damper against unwanted low frequency
vibration.
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ABSTRACT

Magnetic beating implementations using more exotic superconducting phenomena have been

proliferating in recent years because they have important advantages over conventional implementations.

For example, the stable suspension of an object in 6 degrees-of-freedom by superconducting means can

be achieved without a control system and with the use of only a single superconductor. It follows that the

construction becomes much simpler with decreased need for position sensors and stabilizers. However,

it is recognized that the design of superconducting systems can be difficult because important

characteristics relating to the 6 degree-of-freedom dynamics of an object suspended magnetically are not

readily available and the underlying principles of superconducting phenomena are not yet completely

understood. To eliminate some of the guesswork in the design process, this paper proposes a system

which can resolve the mechanical properties of suspension by superconductivity and provide position and

orientation dependent data about the system's damping, stiffness, and frequency response characteristics.

This system employs an actively-controlled magnetically-suspended fine-motion device that can also be

used as a 6 degree-of-freedom force sensor. By attaching the force sensor to a permanent magnet that is

being levitated above a superconducting magnet, mechanical characteristics of the superconductor

levitation can be extracted. Such information would prove useful for checking the validity of theoretical

models and may even give insights into superconducting phenomena.
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INTRODUCTION

Since the discovery of high-temperature superconductors, research in the field has been flourishing.

In addition to numerous studies into the physics of the superconducting phenomena, a wide variety of

applications research are energetically being pursued with the aim of using high Tc superconductors in

magnetic bearing, levitation, and suspension systems.V5 It is widely known that when the non-uniform

magnetic field of a permanent magnet interacts with a superconductor, stable levitation of the magnet over

or under the superconductor can be achieved via the Meissner effect and strong flux pinning forces.

Friction-free magnetic bearing or levitation devices using this phenomenon possess the important

characteristic that neither a complicated control system nor power source is needed.

To design an actual levitation device using superconductors, the restoration and damping forces

acting on the levitated magnetic element need to be precisely understood; and as a result, many

fundamental aspects of these issues have been addressed by various research groups.3,5.6 To date,

however, no complete physical model of forces in high To superconductors has been developed.

Consequently, the design of applications such as magnetic bearings is still a trial-and-error process to

some degree. Some of the important parameters needed for design are the magnitudes of vertical, lateral,

and rotational forces along with their associated stiffness and damping characteristics. Static levitation

pressure is an important force measure because it dictates the maximum load that the levitation system can
bear and also levitation displacement under loaded conditions. Lateral and rotational forces govern the

stability of the levitation. On the other hand, magnetic stiffnesses are important because they determine

the system's natural resonant frequencies and are measures of the restorative forces acting on the levitated

magnet when it is displaced by a transient disturbance. Damping, the dynamic characteristic which acts to

suppress vibrational motion of the permanent magnet, is important because it contributes to levitational

stability.

Several measurement techniques have been developed to obtain these quantitative characteristics

experimentally. Some of the devices which have reportedly been used to measure static forces are a

torsion balance,7 a single pan balance,3,841 and an elastic beam equipped with strain gauges.2,5,mz

Dynamic response measurements have been made using gaussmeter probes with an oscillating table as a
disturbance source3 and also by using the above strain gauge beam in combination with an optical

tracking system.5.8

However, all these methods suffer from the drawback that they limit measurement to only one

degree-of-freedom at a single time. Also, even after allowing for reconfiguration between measurements,
these methods can only be used to characterize forces in the three (x, y, z) translational

degrees-of-freedom. Certainly, for many applications, knowledge of force characteristics in the remaining

three (0, _, _g) rotational degrees-of-freedom is important. Additionally, it may be valuable to be able to
characterize any dynamic cross-coupling dependencies between motion in one degree-of-freedom and a

resultant force in another. Such information should prove useful to not only the engineering design

process but also for the validation of future theoretical superconductor models.

It follows that a new high T¢ superconductor force measurement system using an

actively-conlrolled magnetically-levitated fine-motion mechanism is proposed in this paper. The
mechanism would have the combined function of multiple degree-of-freedom force and position sensing
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of apermanentmagnetlevitatingaboveasuperconductor.Whenusedin actively-controlledforce
measurementmode,thesensingdevicecouldbeusedtoperformautomatedstaticforcemeasurementsof
thesuperconductor'sspatiallydependent,intrinsicallyhystereticforcesandtorques.Additionally,when
usedinpositioncontrolmode,thesensingdevicecouldbeusedto performautomatedcharacterizationof
forcedynamicsin thesuperconductor.

Essentially,it isproposedthattheactively-compensatedmagneticservolevitationdevicecanbe
usedasatool to characterizethepassivecompensationof thesuperconductor-magnetinteraction.When
thesuperconductoris not in its superconductingstate(i.e.no forceinteractionwith themagnet),the
transientresponseof themagneticsuspensionsystemcanbedetermined.Then,by measuringthechange
in theentiresystem'stransientresponsewhenthesuperconductoris switchedto its superconducting
state,it shouldbepossibleto quantifythesuperconductor'scontributionto thesystem'sforcedynamics.

MEASUREMENTPRINCIPLE

SixDegree-of-FreedomMeasurementDeviceUsingMagneticServoLevitation

Thetypeof devicebeingproposedfor usein a superconductorforcemeasurementsystemis a6
degree-of-freedom(DOF)actively-controlledmagneticservolevitationmechanismthatcanfunctionasa
precisionforce/positioncontrollableactuator.Themechanism'slevitatedcomponent,or flotor, is a
free-movingrigid bodythatcanbeposition-sensedandcontrolledin asmanyas6DOF.Becausethe
motionof theflotor is freefrom troublesomefriction andbacklash,controlcanbeachievedusingPD
digital controlwithoutdifficulty. Someexamplesof relevantdeviceswhichfall into thiscategoryarethe
"magic"wrist developedatIBM 13and the magnetically supported intelligent hands developed at Tokyo

University.14,15 Typical force and position sensing resolutions on the order of 1 mN and 1 I.tm can be
expected from these devices.

Despite possessing flexibility in physical design, as represented by the unique constructions of each

of these examples, these devices have some common features. In general, actuation is provided by either

the attractive forces of strategically placed electromagnets14-16 or the Lorentz forces of voice coil motors.

_3-16Flotor position-sensing is generally done by non-contact means such as gap sensors or position

sensitive detectors.16 For the purpose of using this type of device to measure superconductor forces, a

construction which has sensing near the flotor's end-point (i.e. the permanent magnet levitating over the

superconductor) would be best. Reference 16 gives an extensive discussion of related design issues so
they will not be discussed further here.

Important to this discussion, however, is the understanding of the mechanism's dynamics and

control. To do this, we will refer to a conceptual schematic view of a magnetic servo levitation device

shown in Figure 1. The actual structure of the device shown here is not important since any bf the

previously mentioned example devices could be employed. Yet, it is significant to note the relationship

between the permanent magnet attached to the magnetic servo levitation device's end-point and the bulk

high Te superconductor arranged below. Due to the limited motion range of magnetic servo levitation, the

device would be mounted on a stage that would provide gross movement capability as needed. Figure 2 is
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a photograph of the setup which we have begun to use in our experiments. Inside the dark plastic case

and above the superconductor vessel is the "intelligent hand", developed at Tokyo University, being used

as a force sensor.14
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Displacement

Flotor
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Dynamic Signal

High T c Analyzer
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Figure 1. Schematic of magnetic servo levitation measuring system.

Figure 2. Photograph of measurement system using "magnetically supported intelligent hand".

122



Static Force Measurement

Although the flotor has forces acting on it in 6 DOF, only those acting in the translational z direction
will be considered for simplicity. As shown, the forces acting against the flotor s levitation are gravity,

Mg, and an external force, _c(t), due to the superconductor--magnet interaction. Oppositely, the levitation

forces provided by the actuators are a constant gravitational offset force, fo, and a digitally controlled

force,/(0, which acts to isolate the flotor from any external disturbances and maintain the desired

reference position, zd(t). It follows that the flotor's equation of motion can be written as

MO2Z(t'--'-_)= fo + f(t) - Mg - fsc(t)
Ot2 (1)

Because fo = Mg, equation (1) can be reduced to

M o2z(t-'''_)= f(t) - fsc(t)
Ot2 (2).

This can be viewed as a general equation of motion that can be applied to all remaining DOF since

gravitational force considerations are no longer necessary. Because the controlled force, f(t), is known
and f(O -f,_(0 = 0 in the static case, the magnetic levitation device can be used to measure the external

force of the superconductor, f,_(0"

Dynamic Force Measurement

To consider the dynamics of the system, equation (2) can be expressed by its Laplace transform as

s 2MZ(s) = F(s)- Fsc(s) = FT(s) (3)

Momentarily ignoring the presence of any external superconductor force, a block diagram for a

possible digital controller for the magnetic levitation system is shown in Figure 3. O(z) is a discrete time

compensator of the digital controller, Gp(s) is the transfer function of the plant, and H(s) is the transfer

function of the feedback channel. Included are the A/D and D/A converters which interface the digital

controller to the physical system. If we assume that a simple unity-feedback digital PD control is

implemented, then n(s) = 1 and the compensator's transfer function can be written as the z-transform

D(z)=dz+kz(z- 1)
Tz (4)

where T is the A/D converter sampling period and d_and kz are the desired damping and spring constants

chosen by the operator and entered into the computer which supervises the digital control system.
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H(s)

Figure 3. Block diagram of digital conlroller for magnetic servo levitation.

In practice, because magnetic levitation devices normally employ only position sensors, the velocity

signal which is needed for PD control must be either calculated by numerical differentiation of the

position signal or estimated by an adaptive control scheme:5,16 To ensure accurate velocity calculation it

is important to keep the sampling period, T, at a minimal value. Regardless of the actual implementation

details of the digitally controlled magnetic levitation system, it is our goal to relate its actual measurable

response with a purely analog model. One reason for doing this is that a simple transfer function for the

sampling process in Figure 3 does not exist and the analysis is complicated.17 Therefore, we will assume

that the experimental determined transient response of the system can be modelled within a limited

frequency range by the analog system whose block diagram is shown in Figure 4.

z(_)

Figure 4. Block diagram of analog model of magnetic servo levitation system.

Again, assuming initially that .fsdt) = 0 and unity feedback is employed, the transfer function for the

system in Figure 4 can be written as

Z(s..__._)= Gc(s)Gp(s)
T(s)= Za(s) 1 + G_(s)Gt,(s) (5)

where the plant transfer function, Gp(s), can be found from equation (3) and expressed as

GAs) = Z(s___L= .._2_1 (6)
Fr(s) Ms 2

For simple characterization of the magnetic levitation device's dynamics, we model the compensator,

G¢(s), with linear mechanical elements of damping and elastance to give a second-order system. The

transfer function for this compensator is then given by

Gc(s) = dos + ko
(7)
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where do is the damping coefficient and ko is the spring constant. The system's Iransfer function then
reduces to the expression

T(s) = dos + ko
MS 2 + dos + ko (8).

To experimentally quantify the effective damping coefficient and spring constant of the magnetic

levitation device, a dynamic signal analyzer can be used to measure the frequency response and then

automatically calculate the poles and zeros of equation (8). Alternatively, this information can also be

revealed by observing the transient response of the position signal with an oscilloscope. Although, both

impulse and step responses of the system can reveal the same information, in this discussion only the

impulse response will be dealt with. Practically, an input which approximates an impulse can be provided

by rapidly increasing and decreasing the flotor's desired servo position, za, via the computer supervising
the digital control system.
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k

A -- A e-4t/'2 _l

_D/_ Ae'4tl'2M c°s(2xfot + _o)
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Figure 5. Impulse response for second-order system model of magnetic servo levitation.

Figure 5 shows a typical second-order response to an impulse input. The position signal in this

figure exhibits damped oscillation, resembling a cosine curve with decaying amplitude, as the flotor

settles toward the desired reference position. It follows that from the envelope of the curve, which

decays exponentially with time, the damping coefficient, do, can be calculated. By measuring the

quasiperiod of the signal, To, which is defined as the time between successive maxima or minima, the

quasicircular frequency of the oscillation, to, can be calculated using the relation 18

A=I
Zo (9).

It is then possible to calculate the spring constant of the system by 18

ko = 4 _ZMf2o + _
4M (10).

The second term in equation (10) cannot be neglected, as is often done, unless damping is very weak.

Next, we consider the case for which the superconductor's interaction with the permanent magnet
contributes an external force on the flotor and permanent magnet combination. We choose to model the

effect of the superconductor levitational force, F,_(s), with a second-order mechanical system that includes

damping and elastance. The transfer function of this position compensation by the superconductor is
defined by
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G,_(s) - Z(s) _ d,_s + k,, (11).
P,,(s)

Figure 6, a now modified block diagram of the magnetic servo levitation system, shows the stablizing

negative-feedback force loop that acts the flotor by the superconductor in response to a change in

position.

Z_s) - _ a_ + go Z(s)

Superconducting '._ [ F,_(s_i!i!ii_iiii!_i_i_i_ii!iiii_!_i_i!il_

Levitational [iiiiii!_i_i!_i_ii_i_iiiiiii_illForce _:._::_::_::_::_::_::_;_:._:._i::_i_::_::_:_i_i_:_

Figure 6. Block diagram of magnetic servo levitation system

model including superconductor forces.

The transfer function for the entire system now takes the form

T(s)- Z(s) _ Gc(s)Gp(s)
Za(s) 1 + [Gc(s) + Gsc(s)]Gp(s) (12)

which can be reduced further to

dos + ko _ dos + ko

T(s) = Ms 2 + (do + &c)s + (ko + ksc) Ms 2 + ds + k
(13).

By comparing equations (8) and (13) we can see the effect of adding the superconductor to the system

is just a simple increase in total system damping and elastance. The entire system's damping is the simple

sum of the independent damping coefficients respectively associated with the magnetic levitation portion

of the system and the superconductor portion of the system. With a similar relationship for the system's

elastance we have
d=do+dsc and k=ko+/¢,_ (14) (15).

Thus, we can calculate the damping coefficient and spring constant of the superconductor-magnet

interaction if the transient response of the entire system is measured. A typical impulse response of this

system would take the form shown in Figure 7. Because of increased damping and elastance due to the

superconductor, this oscillatory signal's decay rate and the quasifrequency are both greater than those for

the magnetic levitation device alone as shown in Figure 5. By employing the method described before to

extract the damping coefficient, a, and spring constant, k, the relationships in equations (14) and (15)

can be used to calculate d_ and k,_.
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Figure 7. Impulse response for second-order system model of magnetic

servo levitation including superconductor forces.

COMPLETE 6 DOF CHARACTERIZATION OF SUPERCONDUCTOR FORCES

Static Force Measurements

The static superconductor forces acting on a permanent magnet directly determine some very

important performance quantifiers for any suspension application they may be used in. For example, in a

magnetic bearing application, the levitation pressure governs the maximum vertical load that can be

applied to the bearing. Similarly, lateral forces govern the maximum horizontal load that the bearing can

stably support. Rotational forces, in turn, dictate how the beating may perform if torsional loading

conditions cause the permanent magnet to twist away from an equilibrium orientation. In all cases, these

static forces also determine the loaded bearing's displacement from an unloaded equilibrium position.

The hysteretic nature of the static forces in superconductors is well known.3,5,6,_2.19 For example,

if the height of the magnet over the superconductor is cycled at very low frequency the levitation force

exhibits hysteresis which depends on whether the magnet is approaching or retreating from the

superconductor. Thus, not only are the force magnitudes functions of position and orientation of the

permanent magnet over the superconductor, but also the directions the magnet has been moved to arrive at

that position and orientation. Whether the force is actually repulsive or attractive not only depends on

position and orientation but also on superconductor composition5 and whether cooling of the

superconductor was done in zero magnetic-field cooled (ZFC) or field cooled (FC) conditions.3,4

In any case, we would like to express the 6 DOF static forces and torques acting on the magnet in

vector form so that they are in a convenient form to be used in modelling or simulations of a suspension
application using superconductors. We can write

.fy

f_(t) = f_(r(t),sign(_)) = fz
zo I

__/ (16)
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wherethevariabler(t)is a6 DOF position and orientation vector and the variable sign(/') is a vector

indicating on which branches of the hysteresis curves for each DOF the static force and torque

measurements have been made. These vectors are defined as

x I

v I

r(t)= z I and sign(/')=
01

¢1

_V/A

sign(_) J

signCy) l

sign(z) l

sign(O) l

sign(_) J

_sign(_J (17) (18).

where the elements, sign(h), can take one of two values: + or -, indicating whether the

position/orientation value n is steadily being changed in positive or negative steps along its respective

hysteresis curve. It should be noted that to consider the force measurements to be truly static, the magnet
should have no velocity during measurement. However, it has been reported that an extremely low

constant velocity on the order of 100 l.tm/s or less can be tolerated.5

Considering that each element in the vector f,c is effectively a function of 12 variables due to

hysteresis in all 6 DOF, the number of measurements that are required for its identification over

reasonable magnet motion ranges can be large. However, this measurement process could be automated

by a computer system host to the force measuring magnetic levitation device that would systematically

measure forces on all hysteresis branches for many combinations of positions and orientations. This

process, not requiting human intervention, would be exceedingly hard to duplicate, if not impossible,

using current force measurement technology.

One frequently used method to get an approximation of magnetic stiffness in superconductors is to

use static force measurements. As one traces a major hysteresis loop, a small deviation from the loop can

be made by momentarily reversing the direction of motion and a minor hysteresis loop can be traced out

before returning to the major loop. By averaging the slope of these minor loops, a magnetic stiffness

measurement can be made. 3,5.8 However, it has been reported that the values obtained this way may not

actually reflect the true magnetic stiffness because they are dependent on the displacement size used.5

Thus, it would be prudent to also determine stiffness by a dynamic method which can also yield

important damping information at the same time. This will be covered in the next section.

Dynamic Force Measurements

The goal of measuring the dynamic characteristics of superconductors is to quantify the two

important parameters of damping and elastance. With this data, it is then possible to design a magnetic

suspension application using the superconductor--magnet interaction phenomenon with complete

understanding of the transient response which can be expected when the system is assembled and

operating. Therefore, it is important to identify damping coefficients and spring constants that describe

the dynamic behaviour of the superconductor-magnet combination. These characteristics can then be

summarized for 6 DOF in the following respective matrix forms:
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and

d.c = d,c(r,sign(_))=

ksc = k_c(r,sign(r)) =

dxx

arx
az_

dox

dcx

_dvx

kyx

kzx

kOx

kCx

kvx

axy dxz dxo ax_ a._,-

ayy
azz

do0

d_

kxy kxz kxo kx¢) kxv/-

kyy

kzz

ko0

(19)

(20)

The individual elements of the damping coefficient matrix, _c, can be defined by

and

dab = d_b(r,sign(_)) = ---

dab = dab(r,sign(b)) = -_

Afa for a,b = x,y,z
t_ (21)

AZa for a,b = 0,_,_
l; (22)

which show that damping is the oscillation reducing force that occurs in the direction a when the magnet

has velocity in direction b. The individual elements of the spring constant matrix, k_c, can be defined by

and

kab = kab(r,sign(b))_-- Af a for a,b = x,y,z (23)
Ab

kab = kab(r,sign(i'))= AVa for a,b = 0,¢,q/ (24)
Ab

which show that elastance is the restorative force exerted in direction a on the magnet when it is displaced

by a small amount in direction b from some equilibrium position. Like static forces and torques, the

dynamic characterisitics of damping and stiffness for the superconductor are functions of magnet position

and orientation and also functions of which branches of the familiar hysteresis loops the superconductor-

magnet interaction is operating on. Thus, it follows that each element of the damping coefficient and

spring constant matrices is a function of 12 variables.

The impulse (or step) response analysis techniques discussed previously could also be automated by a

computer system hosting the actively controlled magnetic levitation system. The damping coefficient and

spring constant matrices could be systematically identfied by making measurements on all branches of the

force-position hysteresis loops for many combinations of positions and orientations.

To our knowledge, none of the existing methods that have been reported in literature are capable of
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identifying the full damping and elastance matrices. In fact, these one DOF implementations even require

reconfiguration to measure only the diagonal elements of d,_, d,, a_z, k,_, kyy, and kz .3.5.s

The advantage of expressing damping and elastance properties in matrix form is that an equation of

motion can then be written for the magnet-superconductor interaction (without a magnetically levitated

measuring device attached) in the form

M o2r(t) - ds_e-_-_t) - k_e(r(t)-r(0))= 0
_t 2 _t (25)

where r(0) is the initial equilibrium position and orientation and M is the inertial matrix of the magnet

M

which can be expressed as
-M

M

M

Jo

J_

J_ (26).

Equation (25) fully describes the dynamic behaviour of the superconductor-magnet levitation

sub-system. It follows that the sub-system has specific mechanical properties that can be simulated by

computer and can be utilized as a single module in a larger application. It is important to remember

however, that tl_ and k_c are not constant, but instead functions of r(t) and sign(/') as defined before.

SUMMARY

It has been proposed that an actively-controlled 6 DOF magnetic servo levitation device can be

employed to characterize the force interaction between permanent magnets and superconductors. When
this device is used in force measurement mode, it would be possible to measure static superconductor

forces and torques in all 6 DOF and summarize them in matrix form. By monitoring the change in the

transient or frequency response of the magnetic servo levitation system when superconductor forces are

applied, the dynamics superconductor-magnet interaction, in the form of damping and elastance

characteristics, can be quantified and summarized in matrix form.

Then, given the static force matrix, At(t), and the damping and elastance matrices, d_ and ks_, an

engineer designing superconductor levitation application can treat the superconductor-magnet
combination as a well-defined "mechanical" element with known response characteristics. A complicated

system can be designed with several of these elements and the total system's response can be calculated

using principles of superposition and unification of coordinate systems. This should take much of the

guesswork out of designing a superconductor magnetic levitation system and allow computer simulation
to be used instead of trial-and-error prototype construction. Additionally, extensive knowledge of static

and dynamic force characteristics may help to verify or create theoretical models concerning the physical

principles of superconducting phenomena.
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SUMMARY

Magnetic bearings have demonstrated the capability for achieving positioning accuracies at the

nanometer level in precision motion control stages. This makes possible the positioning of a wafer

in six degrees of freedom with the precision necessary for photolithography. To control the position

of an object at the nanometer level, a model of the magnetic bearing actuator force-current-airgap

relationship must be accurately obtained. Additionally, to reduce thermal effects the design of the

actuator should be optimized to achieve maximum power efficiency and flux density. Optimization

of the actuator is accomplished by proper pole face sizing and utilizing a magnetic core material

which can be magnetized to the highest flux density with low magnetic loss properties. This pa-

per describes the construction of a magnetic bearing calibration fixture designed for experimental

measurement of the actuator force characteristics. The results of a material study that review the

force properties of nickel-steel, silicon-steel, and cobalt-vanadium-iron, as they apply to magnetic

bearing applications are also presented.

INTRODUCTION

Primarily, magnetic bearings are capable of applying forces and torques to a suspended object

without rigidly constraining any of its degrees of freedom. The resolution of magnetic bearings is

limited by sensors and control electronics, and not by the finish of a bearing surface. For these

reasons, magnetic bearings appear to be ideal for performing wafer positioning in photolithography.

A theoretical model for the actuator force-current-airgap relationship can be derived from clas-

sical magnetic circuit theory. However, this is accurate only at very small airgaps and low flux

densities. As the gap and the coil current increase, the actuator core saturates and the theoretical

model is no longer effective. To obtain an accurate model, the actuator can be characterized for

its force-current-airgap relationship. This characterization data can be linearized in real time and

implemented in a digital control algorithm. A calibration fixture has been constructed to record

the actuator force-current-airgap relationship throughout the useful range. Measurement data can

then be stored as a three dimensional look-up table and linearized in real time to provide accurate

control of the magnetic bearing over a wide range of airgaps.

An important consideration in the design of the magnetic actuators is the core material. Using

the calibration fixture, various core materials can be evaluated for hysteresis, permeability, and

saturation. Based on the results, the material that best fits the application criteria can be selected.

PIlIBC-IIO,tN6 PAGE BLANK NOT FILMED
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The actuators designed for a photolithography stage require the lowest possible hysteresis for all

airgaps and sufficient force without excessive power requirements. Four identical test actuators were
constructed with laminations cut from 49% nickel-steel, 80% nickel-steel, grain oriented silicon-steel,

and Co-V-Fe. The characteristics of the test materials were determined and recorded as the airgap

was varied from 80 to 650 #m.

This paper will briefly describe the magnetic levitation stage and the calibration fixture used

to characterize the actuators. The method for optimizing the lamination pole face area will be

presented. Finally an analysis of the core material properties and their effects on the performance

of the actuators will be presented.

MAGNETIC BEARING PHOTOLITHOGRAPHY X-Y STAGE

The authors have previously reported on the design of a magnetic bearing stage for precision motion

control[I,2,3]. The function of a stage for photolithographic systems is to align in six degrees of

freedom a die site on a silicon wafer with the image plane of the lithographic lens. Although a

previously reported magnetic bearing stage demonstrated proof-of-concept it did not possess the

necessary range of motion to be directly applicable to photolithography systems.

An improved advanced stage that has the necessary range of motion and level of precision

suitable for photolithography has been designed and is currently under construction. This next

generation stage will provide 200 mm travel in the X-Y plane of the wafer allowing exposure over

any portion of that area. For fine focusing the stage will provide 300 #m of travel normal to the

wafer surface and milliradian rotations around three axes. One of the design objectives is to have

the acceleration necessary to step and settle 20 mm in under 200 msec. At the die site the stage

position must be maintained with a standard deviation better than 10 nm during the 300 msec

exposure time. Magnetic bearings appear to be ideal for this application since the small rotational

and focus motions can be provided without the need for additional fine stage mechanics. The design

requirements have been fulfilled by a stage design that utilizes variable reluctance magnetic bearings

to constrain five degrees of freedom, and a permanent magnet linear motor to position the stage

200 mm in the sixth degree of freedom (X). A conventional mechanical linear slide will be used to

provide the necessary 200 mm of travel in the Y direction. This design increases power efficiency

and yields better performance by capitalizing on the typical operation of a photolithography X-Y

stage. Typical operation of a stage is to step in the X direction 10 - 20 times along a row of die sites,

before a single step is made in the Y direction to the next row of die sites. Since the stage operation

is dominated by X positioning, this mechanical-magnetic bearing stage design results in a simple

magnetic bearing structure while simultaneously increasing the stage precision and throughput.

The advanced magnetic bearing stage will use three variable reluctance actuators each rotated

by 90 ° contained in a common housing with four of these located at each corner of a 250 mm square

platen. This configuration results in a total of twelve actuators as shown in Figure 1. The stage

actuators are designed to have a nominal bearing airgap of 300 #m with displacements of +150 #m

from the nominal. The actuators act on long laminated targets contained in the machine base and

provide control in five degrees of freedom. To reduce the power dissipated, permanent magnets will

be used to provide a DC lift to fully support the mass of the platen, enabling the actuators to be

energized only for focusing control.
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Figure 1: Advanced stage magnetic bearing suspended platen

To provide the long range X travel, a unique permanent magnet Lorentz type linear motor has

been designed. The motor consists of a permanent magnet Halbach [4,5] array attached to the

underside of the platen and a planar, ironless, six phase stator fixed in the machine frame. The

magnet array uses four magnet blocks per period, with the magnetization axis rotating by 90 ° in

each successive block. This array arrangement results in the fundamental field strength on one side

of the array being increased by 1.4 over a conventional array and thus doubling the power efficiency

of the motor. Figure 2 shows the finite element solution for a section of the magnet array. The

arrows indicate the direction of magnetization. The motor design allows for a large area thermal

path and the low motor height is compatible with the stage geometry.

Figure 2: Single sided Halbach magnet array

The magnetic bearing as well as the linear motor will be controlled by a digital signal processor

implemented on a VME bus chassis. Position feedback will be accomplished by capacitance gauging

in the five actuator degrees of freedom to provide the controller with a true reading of the bearing

airgap. Given the airgap and the desired force, the controller can linearize the bearing model and

provide the required current. Laser interferometry will provide position feedback in the long travel
X axis.

Further optimization is achieved through minimizing the platen mass without significantly sac-

rificing stiffness. The reduced mass will increase stage acceleration for a given input power. Having

briefly covered the stage design the focus of the remainder of the paper is on the optimization and

material selection for the variable reluctance actuators and the calibration fixture developed for this
purpose.
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ACTUATOR CALIBRATION FIXTURE

A test fixture has been developed to characterize the force of magnetic bearing actuators as a

function of coil current and the target airgap. This fixture consists of a lightweight target platen

constructed from composite materials mounted on to the fixture body through an extremely stiff

silicon carbide gothic arch ball-and-groove coupling. This combination of high coupling stiffness and

low platen mass results in a test fixture resonant frequency of 1.8 kHz, enabling the characterization

of actuators at frequencies up to lkHz. The calibration fixture was developed with the following

design objectives:

• Measure the actuator force at airgaps ranging from 10 to 1000 #m.

• Achieve a peak force capability on the order of hundreds of newtons.

• Permit the adjustment of the target separation gap.

• Separation of the force and metrology loop to accurately measure the target airgap.

• Allow the testing of a variety of actuator sizes interchangeably.

The following section describes the mechanical design of the fixture and how the objectives

were achieved. The actuator test procedure is described followed by the results of force testing the

various magnetic actuator materials.

Calibration Fixture

The magnetic bearing calibration fixture consists of an aluminum fixture body and platform, three

adjustable support columns with ball-and-groove kinematic couplings, three capacitance probes, and

a target platen as shown in Figure 3. The electromagnet consists of E-shaped stacked laminations

with a single coil surrounding the central leg and housed within a mounting cartridge. The cartridge

is mounted inside the test fixture body so that its pole face is exposed upward toward the target

platen. A laminated target made from the same material as the E-core is attached to the underside

of the target platen. Located at 120 degree intervals around the perimeter of the fixture body are

the three support columns, each consisting of a kinematic ball/groove coupling mounted on top of a

piezoelectric load cell. The columns are supported by a shaft clamped to the fixture body and can

be locked in position once located. The hemisphere mounted to the top of each load cell makes two

points of contact in each of three grooves, thus the three couplings provide exactly six constraints on

the six platen degrees of freedom. If properly designed this type of kinematic coupling, commonly

referred to as a Maxwell mount, exhibits sub-micron positional repeatability. The micrometer head

pushes against the end of the support shaft and is used to adjust the height of the platen above

the electromagnet. The load cells measure the attractive force between the electromagnet and the

target platen. Three capacitance probes mounted at the top perimeter of the fixture body are used

to sense the distance between the electromagnet and three datum pads on the target platen. The

coil is driven by a linear power amplifier capable of driving the electromagnets into saturation.
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Figure 3: Magnetic bearing calibration fixture.

Actuator Calibration Procedure

Characterization data provides a 3-D matrix of force versus current, parametric on airgap format.

In a real time control algorithm the coil current is interpolated from this data from the target airgap

and the desired actuator force. The actuator force versus current curves are recorded for airgaps

ranging from 50 - 650 #m in 50 #m increments. Data collection is performed on a 386 based PC

and a block diagram of the complete calibration facility is shown in Figure 4.

cAPGAP PROBES COMPUTER
POWER_, [_.r ] _ r

....... J CHARGE tl

AMPLIFIER

Figure 4: Magnetic bearing calibration procedure block diagram.

The airgap is manually set using the micrometer heads to position the platen. The airgap is

determined from the capacitance gauges and fed back to the computer through analog to digital

converters. When the desired airgap is set an automated data collection procedure is initiated.
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The computer provides a signal to the power amplifier through the digital to analog converter that

ramps the coil current up to a maximum of 1.5 amps and then returns to zero at the same rate. This

triangular current input to the electromagnet results in a force at the target platen which transmits

through the load cells and is monitored by the computer through an analog to digital converter.

The airgap, force, and current are recorded in a data file after which the airgap is readjusted and

the procedure repeated.

TEST ACTUATOR CONSTRUCTION AND SIZING

Selection of the core material is an important consideration in the design of high precision magnetic

bearing actuators. A good material will possess low magnetic loss ,and coercive force but also

be capable of high flux densities for low coil currents. General information about a material can

be obtained from the B-H curve, but specific material performance for a given geometry of an

electromagnetic actuator needs to be evaluated experimentally.
The four core materials considered were 49% nickel/steel alloy, 84% nickel/steel alloy, Co-V-Fe,

and silicon steel. With the exception of the Co-V-Fe material the EI lamination pairs were obtained

commercially • The Co-V-Fe EI laminations were custom laser cut and heat treated locally.

Four nominally identical actuators were fabricated using 0.014" laminations cut from these four

materials. The most efficient configuration for the actuator is a lamination in the shape of an E

with a single coil surrounding the central leg of the core. A single central coil is the shortest average

coil length that will fill the core window. The shortest possible coil length is desirable in order to

minimize resistance for a given number of amp-turns. A 240 turn coil wound with 22 awg magnet

wire was used. Although a cut-core can be magnetized to higher flux densities, for our application

laminations were the most economical means of obtaining a limited volume of material. Unlike a

cut-core, while traversing through the back of the E lamination, the flux will be perpendicular to

the direction of magnetization which has poor magnetic properties. Co-V-Fe has no preferred grain

orientation and therefore E laminations will have the same magnetic properties as the more efficient

cut-core [6].
The actuator target consisted of a laminated stack of I cores of the same material as the actuator

and was tested as a pair. The surface of the target and the pole face of the actuator were both

surface ground to ensure a reasonably flat and therefore consistent airgap.
In addition to the core material, the lamination size can be optimized for power. The dimensions

of the core lamination can optimize force by sizing the pole face area in relation to the core length

and height. Thus, for an optimum square pole face area the maximum force can be obtained for

a given power level. The overall length and height of the core lamination are selected to place the

operating point at nominal standoff in the middle, or most nearly linear region of the B-H curve of

the core material.
The actuator force can be expressed in terms of the pole width and core window area. From

magnetic circuit theory we define the relation for actuator force as

F- #°ApN2i2 (1)
4g 2
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Figure 5: Electromagnetcoresizing.

Sinceactuator power, P = i2R we obtain the force-power relation

F = #°ApN2p
4g2R (2)

where Ap is the pole face area, N is the number of coil turns, and g is the actuator airgap. Assuming

a square pole face, and realizing that the number of coil turns is equal to the area of the core window

multiplied by a packing factor constant, we can reduce N to the window area in terms of the pole

face width and lamination length and height. The packing factor is a scaling term and can therefore
be eliminated.

N = A_ = 2w 2 - (4h +l)w + 2hl (3)

If the average coil turn diameter is located in the middle of the core window, the average turn

length will then be approximately equal to 21. Realizing that the coil resistance is the product of

the average turn length, the number of turns, and a resistance constant per unit length, we can
eliminate the scaling constants and express the coil resistance as

R=lAw (4)

Substituting equation (3) and equation (4) into equation (2), and eliminating all scaling constants

including constant power, we establish a unit force function expressed in terms of the lamination

dimensions. Since we are concerned with maximizing the function and not with the magnitude

of the force and power, we can eliminate the terms that have no dependance on the lamination
dimensions.

F_, = 2w 4 - (4h + l)w 3 + 2hlw 2 (5)

Solving

Ow - w(8w2 - 3(4h + l)w + 4hl) = 0 (6)
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will result in a pole face width, w, that will provide the maximum force for a given lamination

length and height. Any system of units for length can be used. The commercially obtained EI pair
used was selected based on this analysis and is reasonably close to the optimum pole face size. For

the optimized E core the total stage power dissipation for a lateral acceleration of one half the force

of gravity is calculated to be approximately 1.5 watts. This type of stage acceleration requires six

actuators to be energized: two will provide accelerating force and the remaining four will offset any

torques that result from moments about the center of gravity.

CORE MATERIAL FORCE RESULTS

The test actuators were characterized for airgaps ranging from 80 - 650 #m and the resulting curves

are shown in Figures 6 to 9. In magnetic bearings which convert electrical power into mechanical

power, high flux density materials offer the advantage of reduced volume and lighter weight. This

is especially important in our magnetic levitation stage where the actuators are contained on the

suspended platen. For precision control of a suspended platen, it is also essential that the material

have low magnetic losses to reduce hysteresis. A material with higher losses and coercive force will

introduce errors into the actuator real-time linearized model.

The Co-V-Fe material demonstrated extremely high flux concentrations, but exhibited higher

electromagnetic losses and coercive force than are acceptable for our application. The losses exhib-

ited are contrary to the material B-H curve and are probably attributed to the heat treatment which

was performed locally. This material was tested both with and without heat treatment. The flux

density of the material without heat treatment is approximately 10% of the properly annealed flux

density. The Co-V-Fe material is considerably more expensive than other materials, but is a good

value if one considers the flux per unit weight. Grain oriented silicon-steel exhibits the best value in

flux per unit cost. This material is capable of high flux densities, but has more magnetic losses than

are desirable. The nickel-steel alloys both have very low magnetic losses, but the permeability of

80% nickel-steel is reduced significantly and the material cannot produce the necessary force. The

best combination of low magnetic losses and high force for our precision magnetic bearing is the

49% nickel steel alloy. The expected operating region of the actuators will be with airgaps between

150 - 450 #m and an excitation current of less than 1 amp. In this region the losses are negligible

and the force-current-airgap relationship is very nearly linear.

CONCLUSIONS

This paper has introduced a precision motion control magnetically levitated stage and some aspects

of the stage optimal design have been presented. The magnetic bearing calibration test fixture used

to experimentally measure the force-current-airgap relationship was presented including its con-

struction and test procedure. The force-current-airgap relationship for various magnetic materials

was experimentally measured and a core material was selected based on the analysis.

142



0

Z

300

250

50

0
0

250

200

150

100

5O

0
0

0.2

Silicon Steel

0.2

0.4 '20.6 0.8 1 1.

Current (amps)

Figure 6: Silicon-steel force curves.

Nickel Steel (49%)
f

|

1.4

o_ o16 o18 _ 112
Current (amps)

Figure 7: 49% Nickel-steel force curves.

I

1.4

3O0

I
350

I

4oo

I
1.6

I
8O

,160

4
150

35O
I

40O
I

.500

65O

I
1.6

143



60 . !

50

Nickel Steel (80%)
1

18u
lOO

I

I
25O

,350
I

4O0

65O

0
L,

E
EL,
¢tO
L.

o

¢)

z
%.J

¢1
¢J

#.

10

0
0

500

450

400

350

300

250

200

150

1O0

5O

0
0

Current (amps)

Figure 8: 80% Nickel-steel force curves.

Cobalt Iron
..... 80

I
oo

50

0.2 0.4
__.L---

0.6 0.8 1 1.2

Current (amps)

Figure 9: Co-V-Fe force curves.

I
.... 300

I

350
400

: 500
"550

1 .I

1.4 1.6

I:=

.o
.u
E

¢.y

144



References

[1]Trumper, D.L., "Magnetic Suspension Techniques for PrecisionMotion Control," Ph.D. Thesis,

Dept. of Elec. Eng. and Comp. Sci.,M.I.T., Camb., Mass., Sept.,1990.

[2] Trumper, D.L., and Slocum, A. H., "Five-Degree-of-Freedom Control of an Ultra-Precision

Magnetically-Suspended Linear Bearing," NASA Workshop on Aerospace Applications of Magnetic

Suspension Technology, NASA Langley Research Center, Hampton, VA, Sept. 25-27, 1990.

[3] Trumper, D.L., and Queen, M.A., "Precision Magnetic Suspension Linear Bearing," NASA

InternationalSymposium on Magnetic Suspension Technology, Aug. 19-23, 1991.

[4] Halbach, K., "Design of Permanent Multipole Magnets with Oriented Rare Earth Cobalt Ma-

terial,"Nuclear Instruments and Methods, 169, 1980, pp. 1-10, North-Holland Publishing Co.

[5] Halbach, K., "Physicaland Optical Propertiesof Rare Earth Cobalt Magnets," Nuclear Instru-

ments and Methods, 187, 1981, pp. 109-117, North-Holland Publishing Co.

[6]Finke, G., "Materialsfor High Flux Devices,"Magnetic Metals Company, Camden, New Jersey.

145





N94- 35846

DESIGN, CONSTRUCTION AND TESTING OF A FIVE

ACTIVE AXES MAGNETIC BEARING SYSTEM

Cristiana Delprete, Giancarlo Genta

Dipartimento di Meccanica, Politecnico di Torino

Torino, Italy

l

_'

!

t

i'

Stefano Carabelli

Dipartimento di Automatica e lnformatica, Politecnico di Torino

Torino, Italy

SUMMARY

A high speed electric spindle based on active electromagnetic suspension technology has been designed,

built and tested. The main goal of the research work was the construction of a highly modular unit which

can be used both for teaching and research purposes. The design of the electromechanical components and

of the control unit is described in detail, together with the characterization tests performed on the various

subsystems. A description of the preliminary tests on the unit, conducted at speeds not in excess of the first
deformation critical speed of the rotor, concludes the work.

INTRODUCTION

After having gained experience in the design and construction of passive magnetic bearing systems | 1],

[2], |3], at the Department of Mechanics of Politecnico di Torino, the designand construction of a five-active

axes magnetic suspension was undertaken. The prototype chosen was an electric spindle which could be

operated in a wide range of speeds and operating conditions. Together with the aim of gaining a direct

experience in the field, the goal was to build a prototype which could be used both for teaching and research
purposes.

The following design requirements were stated: modularity of both the mechanical and the electronic

layout; low weight for enhancing transportability; easy access to the various parts for introducing instru-

mentation and for maintenance; possibility of visual check of the various parts during operation; possibility

of changing the configuration of the mechanical parts by shifting axially the subsystems and substituting the

shaft; conformity with IEC 348 electrical safety standard; control unit with separate boards for each controlled

axis; possibility of substituting each mechanical or electronic component and to use external digital or analogic
controllers for any one of the axes.

Work sponsored by Italian Ministry of University and Scientific Research under the 40% and 60% research grants.
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The present prototype has no aim of representing the optimum solution for any particular type of,nachine

with magnetic suspension, neither for the electromechanical parts nor for the control architecture. The driving

idea of the project is that of obtaining a flexible research tool for basic research in the field of magnetic

bearings and their control systems, for testing new ideas and control strategies and finally for the development

of practical design of components. The effects of different control architectures oil the rigid-body or

flexible-body dynamics of the system (SISO PID, Lead-Lag...) can be studied and different digital controllers

(SISO and MIMO) can be compared. With some modifications the system can simulate the effects of the

various controllers on machines with complex configuration such as gas turbines or turbomolecular pumps.

The device is also intended for teaching purposes, mainly to demonstrate the principles of active magnetic

suspension to mechanical and electronic engineering students and to show them the effects of the various

control parameters on the stability and the dynamic behaviour in general. By changing the values of the

conU'ol paraineters acting on the knobs of the control panel it is possible to demonstrate the effects of changes

of the gains and time constants of the compensator on the dynamic behaviour of the rotor.

At present the research work is aimed to implementing various configurations of the co,npensator with

the aim of controlling the first deformation mode of the rotor to operate at speeds higher than the corresponding

critical speed; investigating modal control and automatic balancing strategies; developing and testing

actuators biased by permanent magnets to reduce the power consumption, which is at any rate very low;

and developing and testing digital controllers.

Wherever possible particular care was devoted to choose design alternatives leading tolow-cost com-

ponents, or, at least, components which could be produced at low cost if the unit had to be produced in a

small quantity. Configurations which are standard in other types of electromechanical devices (e.g. electric

motors) were used all where possible. As a result the cost of the whole research was very reasonable and the

prototype can be produced in small quantities as a didactic and research rig at a very competitive cost.
The research and design work started with a survey of the literature existing on tile subject. Since it is

impossible to report a comprehensive bibliography here, a small number of papers are cited 141 - I10J.

GENERAL LAYOUT

As already stated a modular design was chosen; tile electro-mechanical subsystem consists of a shaft and

five stator units which are bolted together, namely

- two radial bearing units which include the radial sensors and the emergency bali beari,ags;

- one axial bearing unit;"

- one asynchronous a.c. electric motor unit;
- a base which includes the axial sensor and carries all electrical connectors and signal conditioners of the

sensors.

The power unit is a solid-state frequency co,wetter which can feed the electric motor with a 3-phase

alternating voltage with controllable frequency in the 30-1000 llz ra,ige. The ,naximum voltage at 1000 [tz

is 90 V. The maximum power rating of the converter is 2 kW.
The controller i,nit contains the five independent controller boards, each one containing its power

amplifier. Both the controller and the power unit are fed directly fro,n the two-phase, 50 Hz, 220 V mains.

A picture of the system is shown in Figure 1.
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COMPONENTDESIGN

Axial actuator

The axial bearing is made by two electromagnets housed in a light-alloy (A! SG91 UNI 7369/3) cast

support. The magneticcircuit(C40 steel UNI 7845) is made in two parts, each one carrying an electromagnet;
it closes through a disc(39NiCrMo3 stcelUNl 7845 Jlardened and tempered)shrunk-fit on the shaft on which

the electromagnetic axial force is exerted (Figure 2). Tile steel disc is the largest part of the rotor and is the

most stressed by centrifugal loading; for this reason a steel which is more suitable for highly stressed

applications than for magnetic circuits has been used. The stress field in the disc has been computed using

a standard procedure for rotating discs; the maximum speed of the rotor has then been stated at a valueof 35000

rpm, at which the maximum equivalent stress (Von Mises criterion) is 163 MN/m 2.

Figure 1. Picture of

the complete sys-
rein.

i: Radial actualor,

2: electric motor,

3: axial actuator,
4: Radial actualor.

_N.

7_

/
/
I
/

1_'_ E/_//_ 7,,_

_/Coil

_---_-_ Coil
holder

_-_-- Disc

i

Pole

• _ piece Figure 2. Magnetic circuit of Ihe axial
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Themagneticforcewascomputedusingaverysimplemodelin whichthematerialis assumedto have
alinearmagneticbehaviour(with lae,= 1.6 10 .3 ll/m, equal to that of cast steel), no stray flux is accounted

for, the reluctance of the iron parts is neglected if compared with that of the air gap and the flux is assumed

to be constant on each area perpendicular to it. This model is adequate only for working conditions in which

the magnetic circuit is far from saturation and the air gap is not too small and yields a value of the magnetic

forces which is higher than the actual one.

By neglecting the reluctance of the pole pieces, the axial force, the resistance and inductance of the

electromagnets are computed

NI ,

F,,_- 2p04 21ae" =po-_t2S, , R = pN , L ._ lao- 2t
(i)

where B,, Be,., lao, P_-,,S,, St:,, N, i, 1_,,, S I and p are respectively ti_e magnetic flux densities in the air gap and

the pole pieces, the magnetic permeabilities of vacuum and the material, the cross sectional areas of the air

gap and the magnetic circuit (assumed as constant), the number of turns, the current, the mean length of each

turn, the cross section of the wire and the resistivity of copper. The nominal air gap is t = 0.75 ram.

For the coil 8 layers of 15 turns each (N = 120) of wire with a diameter of 1.3 mm was used. The current

density at 10 A is J = 6.8 A/ram 2, within the allowable limits for copper. A maximum axial force of 243 N

at 5 A with the nominal air gap of 0.75 mm is so computed.

Radial actuators

The two identical radial actuators are very similar to asynchronous squirrel cage a.c. motors, the dif-

ferences mainly being in the different winding pattern and in the lack of the squirrel cage (copper conductors)

in the laminations of the rotor (Figure 3). The actuators are housed in casings which are essentially equal to

those of the axial bearing, being obtained from the same casting with some different machining. The rotoric

and statoric magnetic circuits are obtained from 100 laminations of thin soft iron sheet (loss factor = 1.1

W/kg, Pe, = 5.7 10 .3 Hire). 50 laminations are obtained from insulated sheets (thickness 0.43 ram) and 50

from noninsulated sheets (0.37 ram). The laminated structure is aimed to reduce losses due to eddy currents,

as usual.
The magnetic circuit of the stator has eight slots and hence standard motor laminations cannot be used.

As the number of layers is too low to justify the construction of a punch, they were obtained at a fairly low

cost by chemical milling. The electromagnets are wound in such a way to obtain 4 horseshoe independent

electromagnets at 90 degrees phasing.

The width of the pole pieces is I _- 12 ram, giving way to an active surface S, = 444 mm 2. The shape of

the slots has been designed in such a way to avoid strong flux concentrations which couhl lead to saturated

zones at high values of the current. A total of 110 turns of double wire of 0.9 mm diameter were wound. At

a peak value of the current of 8 A, corresponding to 115% of the value which would cause the magnetic

saturation of the soft iron pole pieces, the current density (J = 6.4 A/Into _) is still acceptable.
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a)
Coils

Stator
laminations

Rotor
--laminationn

Figure 3. Radial bearing a) Cross section of Ihe magnclic circuil; b) shape of tile rolor and slalor laminalions (file air
gap is nol Io scale).

A first mathematical model which is essentially tile same as that of the axial bearing was used for the

initial evaluation of the force capability of the actuator. An added assumption in this case is that the curvature

of the outer part of the pole pieces has negligible effects. The force exerted Oli the rotor by each pair of poles
(i.e., by each one of the four horseshoe electromagnets) is

F,,,,t = lU0-_S-t2S, cos (2)

where the nominal air gap is t = 0.5 ram. The resistance and the inductance of the electromagnets can be

computed by the second and third equation (I). A maximum radial force of 160 N at 5 A with the nominal
air gap of 0.5 mm is so computed.

This mathematical model does notallow us tostudy the effects ofchanges in the detaileddesignof the pole

pieces, particularly where the fi Ilets are concerned, and the possibility of the occurrence of local saturation of

the material. A FEM simulation of the magnetic circuit was then undertaken with the aims of validating the

simpler model and to gain a greater insight on the actual working of the actuator. The magnetostatic

two-dimensional FEM model, built using ANS YS 4.4A code runnin'g on a Vax-Station 2000, includes 3198

4-node plane elements with a single degree of freedom per node (potential vector of the magnetic field), for

a total of 2545 degrees of freedom. It takes into account the actual geometry of the cross section of the

magnetic circuit and the magnetization curve of the soft-iron, inchlding saturation. Being a plane model, it

cannot take into account the end effects, which are at any rate assumed to be small and can be evaluated only

at the cost of a very much more complex three-dimensional FEM model. An experimental validation was
planned for this issue.

The model yields the value of the magnetic interaction force and the distribution of the magnetic field

intensity !t and the magnetic flux densityB allowing us to verify the assumptions of UllCoupling between the

4 electromagnets and to identify potential local saturation problems. The latter result is very useflfl to the

end of optimizing the geometry of the Inagnetic circuit and particularly the fillet between the prismatic part
of Ihe poles and the pole shoes.
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a)

Figure 4. FEM model of tile radial bearing, a) Pa_licular of tile mesh at the extremity of one pole piece. TILeelements

simulating the air gap are not shown, b) Paltem of the magnetic lield intensity tl at i = 5 A and t = 0.5 ram.

Three numerical simulations were run: the first two with the rotor in the nominal position (air gap t = 0.5

ram) and values of the current of i = 1 A (within limits of linearity of the magnetic behaviour of the material)

and i = 5 A, well into the saturation range of the material. For the highest value of the current, a further

computation has been run with a larger value of tile air gap, t = 0.6 ram, i.e. with the rotor in an off-centre

position.

A particular of the FEM mesh is shown in Figure 4a. The pattern of the magnetic field intensity H obtained

for the case of the higher current and rotor in the nominal position is shown in Figure 4b. The uncoupling

between tile electromagnets is clear, as the magnetic field is mainly confined in the zone adjacent to the

working electromagnet. At this value of the current the magnetic circuit is partially saturated (B = 1.4 - 1.5

T). Enlargements of Figure 4b show that the distribution of the magnetic field in the pole shoes is not uniform

and that saturation occurs n-minly in the zone of the fillets. The value of the magnetic force is then lower in

the case of the FEM than in that of the simpler model which neglects this effect (143 N against 160 N at 5

A with the nominal air gap of 0.50 ram).

Another interesting result is the fact that the magnetic field penetrates in the rotor deeper than the thickness

of the soft iron laminations and interests the 39NiCrMo3 steel core. This effect can give way to eddy currents,

with possible energy losses and heating of the shaft. The low value of the field in the core of the shaft leads

to the suggestion that these effects are not strong and no modifications aimed at having a thinner shaft

were planned at this stage.
The radial sensors are located in the same housing of the actuators. Initially Selet B 18/5 OC inductive

sensors were used but after the first tests it was clear that their performance was not adequate, particularly

where the cutoff frequency is concerned; they were then substituted by Bently Nevada 3106 rood. 20886-01

inductive sensors. These last sensors cannot be exactly collocated with the actuators and in the present

application the distance between the axes of the two elements is 52 ram; this can have an effect on the

dynamic behaviour of the system and this issue was later studied in detail.
Also the emergency ball bearings are located in the same housings. A pair of deep groove Barden

104SST5CXO ball bearings were used, leaving a radial and axial clearance equal to half of the nominal air

gap of the bearings (0.25 and 0.375 mm in radial and axial direction respectively).
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Electric motor, shaft and base

The electric motor is a squirrel cage asynchronous motor. Its construction is similar to that of the radial

bearings, with the difference being the squirrel cage in the rotor and the number of the slots (24) in the

stator. The pattern of the windings is standard.

The shaft has been obtained from a single forging of 39NiCrMo3 steel UNI 7845, heat treated to a

hardness of 43 ItRc at tile surface (42 ttRc at the cure). Its design incorporates a central zone on which a

pulley or a flywheel can be fitted to experiment on the device. The rotors of the actuators and of the electric

motor are directly shrink-fitted on the shaft. The measured inertial properties of the rotor assembly are mass

5.3 l(l kg; moment of inertia about tile rotation axis 1.8089 10 .3 kg m 2 and transversal molnent of inertia
1.1500 10 t kg m 2.

The electromechanical parts are directly bolted on a light alloy base (anodized extruded bar of AI-MgSi(),5

UNI 3569-66). This solution allows a very simple interchangeability of the parts and the possibility of

modifying the configuration of the device. The Se!et B 18/5 OC inductive axial sensor is directly bolted on
it.

Control system, controller and power amplifier

A set of 5 equal SISO linear control systems has been designed, each one controlling a couple of elec-

tromagnets. No design difference in the controllers of the axial bearings or of the "vertical" or "horizontal"

channels of the radial bearings has been introduced; however, as the control parameters can be adjusted by

control handles oil the front panel of the controller, the various controllers can have different settings.

The force-cun'ent characteristic of the electromagnets (equations 1 and 2 can be written in the synthetic

form F = K(i/t) 2) is intrinsically nonlinear and must be linearized, ttere the usual practice of superimposing

a bias current to the control current is followed [ 11 l, even if provisions fur attempting different strategies are
included in the device and will be tested later.

Constant K can be either computed using equations (1) or (2), computed fi'om results of finite element

simulation, or measured experimentally. This approach does not include the saturation of the pole pieces,

but this is not considered as a strong inconvenience, as linearization of the behaviour of the system is important

only for values of the current which are low enough to prevent that phenomenon to occur. As shown in 141,

15], 111], the linearized expression of the force supplied by the pair of electromagnets connected to a single

controller at varying control current i_ (i,, is the bias current) and displacement u fiom tile nomi_ml position
is

.2

Fr,,lli,,=-4K_.2ic+OKt_'3l' (3)

where c is the clearance, which is assumed as constant as the linearization is performed about tile centred

position. The second term at the right hand side is linked with the unstable behaviour of the uncontrolled
magnetic bearing.

A value of the bias current iu = 0.45 A was chosen as it allows to counteract the weight of the rotor in

the "vertical" channels and insures a wide enough linear range without leading to a high power consumption

(0.1 W per pair of electromagnets in the horizontal direction).
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The problem of controlling tile five axes of tile rotor (a nmltivariable problem) has been reduced to the

independent control of each axis by meaus of separate and identical controllers (a multiple monovariable

problem). This approach is justified by the relative uncoupling of the machine (almost complete ill tile case
of axial versus radial axes) and by the additional intrinsic uncoupling effect of feedback control. The inde-

pendent axes solution is particularly advantageous in relation with the physical implementation of the control

with analog active filters: the control of the five axis is then implemented by five identical boards carrying

external potentiometers to adjust the single axis control parameters.

In order to design the control two simplified models of the rotor have been devised:

- 2 mode multivariable models obtained either by reducing the model on the actuator nodes (assuming

collocated sensors) or by modal reduction; these models can describe rigid body modes only;

single axis, i.e. monovariable, models obtained by structural analogy with a rigid body (Figure 5a) and

with a flexible body (Figure 5b).

The first type of model has been used to assess stiffness and damping in terms of gains of a state space

feedback control law obtained with standard pole-placement technique. The considered states being position

and velocity, the control gains may be thought as a proportional and a derivative action directly on the position

signal. For example, requiring the following pole shifting from unstable to stable and reasonably damped

rigid modes

-6O. 517 I

+60.517[

-88.389[
+88.389]

--4

-3(1 + j 300

-3ll - j300

-45 +j380 '

-45 -j38(1

(expressed in I/s), the following gain position and velocity gain matrices are obtained

=[3.757 1.218] [2.23710 3 7.34610-4][Kel L1.332 2.935J ' [K,.I= 7.957104 1.79610__j

The second type of model has been developed to take into account the flexural behavior of the rotor as

"seen" by every position sensor and consequently fed back to the independent single axis controller. In this

sense the damping action of the derivative term must be extended in order to cope with the flexural behavior

even for sub-critical working velocities. The control loop of each axis is sketched in Figure 6.

a) b) >0

+

....S l

v_(t

Vo_co, P'n(t)l we IFr I ej_t

!L II
axes :.1 I

Controller amp/ifier Plant II
II

Transducer

Figure 5. Single axis rigid body (a)
and flexible body (b) model.

Figure 6. Single axis conlrol loop.
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Signal r(t) is the position reference used to center tile shaft with respect to tile coil poles and emergency

ball bearings. Since it remains unchanged duri,lg spindle operation the control problem is a pure regulation

problem: to maintain the position i,l face of stationary and tmbalance forces {F,, } and to2{Fr }e j'_'. Actually

the controller has already been predisposed for a general two degrees of freedom control scheme with separate
paths for sensor output and reference signals.

The basic structure of each axis' independent controller is the parallel of proportional, integrative and
derivative command actions, that is a PID controller

I + a__v,(t)
v_(t)=Kc e(t)+_is o dt

(4)

where v.(t) is the controller output signal, e(t) = v,(t) - v,(t) the error feedback signal, K,. the controller gain,

7", the integrative or reset time constant and "/',tthe derivative or prediction time constant. Including the causal

pole in the derivative term on the error signal, the l.aplace domain PID transfer function is

I 1 Tls
PID(s)=K 1+---_ '

T,s "cjs + 1 I 1 T,s + 1 7_1s+ 1-_ =. K T, s _js 4- 1 _-" PI(,_') D(_') (5)

The approximated expression holds if T, >>"/'_>>"ca and can be interpreted as the series of a P! and phase lead
filter.

The specifications assumed to design the controllcr may be sutnmarized as follows:

static stiffness greater than 0.5 10" N/,n;

- settling time to reach 90% of exact reference position, less than 5 s;

- reasonable damping in the frequency range covering rigid and flexnrai modes;

attenuation of command action due to sensor high frequency disturbances.

The controller paratneters obtained are then asstnued as central value for the controller to be ilnplelneqted

circuitally: gain, K_. = 3.0, range 0.5 + 5.5; integrative time, 7] = 5.0 s, range 3.0 + 0% and prediction time,

711= 6.3 10-4 s, range 1.0 + 11.5 10-4. The causal pole has been placed in "t:j= 50 10 -6 s. In order to improve

compliance to the last piece of specification an additional filter may be added to the sensor output.
The electromagtlet coils constitute a high inductance and low resistance load to the t|anscondt_ctancc

amplifier that conveys the levitation power to the shaft in accord with the controlleroutput signal. The dis-

similarity between the high voltage needed to change coil current and the low voltage needed to maintain it

may result in an extremely low overall circuit efficiency with consequent dissipation problems. In order to

increase the efficiency, the power section of the transconducta,lce amplifier has been i,nplemented with two

Darlington pairs (TIP41C-BUV20) in parallel, one supplied with a low voltage to contribute the constant

cquilibriuln and st|perposition currents acting on the resistive part of the load, and the other with a high
voltage to output the high operating voltage needed to overpower the coil back-electromotive force.

The above described power section with roughly unit signal gain is then inserted in a high gain currct_t

feedback loop made by a high voltage operational amplifier (l.M343) and an amplified shunt resistor, forcing

unitary feedback. An adjustable overload limit circuit has also been added on the feedback path. A gain of

3311k/10k moves the power amplifier cutoff frequency up to 812 ttz with almost unitary overall gain (1.023).
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EXPERIMENTALTESTINGOFTIlE ELECTROMECItANICALCOMPONENTS

Axial bearing

Tileexperimentaltestingon theaxialbearingwasbasedontilemeasurementof tilemagneticil)teraction
forcebetweenthestatorandtherotor for differentvaluesof tile currentanddifferentpositionsof therotor.
Theinductanceandtheresistanceof theelectromagnetswerealsomeasured.

Theforcemeasurementswereperformedby fixing thehousingof thebearingona tablewhichcallbe
displacedalongtheaxialandtworadialdirectionsbymeansof micrometricslides.Therotordiscwasfixed
o,1ashaftCOlmectedtoaloadcell.OnlyoneelectromagnetwaspoweredandconsequentlyonlyIheattractive
force in onedirectionwasmeasured.Theinstrumentationusedallowedustoobtainanaccuracyof 0.01mm
for displacements(dial gauge),0.03 N for forces(loadcell - multimeter),0.01 A for currents(stabilized
currentsupply)and0.1roD.for resistances(digitalmultimeter).Thevariationrangesof thevaluesof thetest
parametersin thedifferenttestswere0.75-1.5mm (step(I.25ram)for theair gapt and 0-7 A (step 0.5 A)
for the current i. Each test was performed by repeating the measuring cycle 3 times for a total of 360 force

measurements.
The force-current curves at constant air gap and tile force-distance curves at constant current are reported

in Figure 7. The experimental points are plotted together with least-squares fit. The exponents of the least

square curves differ from the values 2 and -2 predicted by equation (1) and some difference between the

curves obtained with increasing current (air gap) and those obtained with decreasing curre,t (air gap) is

evide,t. There is no doubt that the hysteresis effect is linked with the use of steel for the magnetic circuit

instead of soft iron,while the displacement of the curves from the theoretical ones is due to saturation

(force-current relationship) and to the finite value of the permeability of iron (force-distance relationship).

A comparison between numerical and experimental results is shown in Table I and Table II.
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Figure 7. Resulls of the fi)rce lesls h)r tile axial bealing, a) Force versus currenl at co,islanl distance. Experiinenlai

ixfi,ls and inlerlx_laling expression F = ai h wilh b = 1.90 tilt increasing currenl and b = !.75 for decreasing currenl.
b) Force versus air gap at constant current. Experimental poinls and inlerpolaling expression F = at _ wilh b = -1.71

for increasing air gap and b = - 1.79 for decreasing air gap.
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Tablel. Measurcd and Computed Electrical Characlerislics of Ihe Axial Bearing

R l_2l L imltl

Compuled Exp. coil 1 Exp. coil 2 (_ompuled Exp. coil i Exp. coil 2

0.395 0.433 0.431 13.96 14.12 14.04

Table !I. Measured mid Compuled Values oflhe Force oflhe Axial Bearing for Two Values oflhe Currenl and Nominal

Air Gap t = 0.75 ram. (*) Eq. (2); (**) As Equali(m (2), bul Wilhoul Neglecting the Reluctance of the Pole Pieces

Experimental

Computed (*)

Computed (**)

i = I.(X) A i ---5.00 A

F [NI error

8.8 ---

9.7 10.2 %

8.9 1.1%

F [N l error

210.1 ---

243.3 15.8 %

223.6 6.4 %

Radial bearings

Two different pairs of radial actuators were built and tested, the difference being nnainly in the nunuber

of conductors. Only the results obtained on the second prototype, whose performance proved to be better
than that of the first one, are here reported.

The test rig and instrumentation used are the same seen for the axial bearing, and are the same for
the test procedures. The variation ranges of the values of the test parameters in the different tests were

0.3-(I.8 mm (step 0.1 ram) for the air gap t, 0-4 A (step 0.25 A) _nd 4-8 A (step 0.5 A) for the current i.
Each test was performed by repealing the measuring cycle 3 times for a total of 612 force measurements.

The force-ctzrrent curves at constant air gap and the force-distance curves at constant current are reported

in Figure 8. Only tests conducted with currents up to 4 A are reported. The experimental points are plotted

together with least-squares curves. In this case only negligible hysteresis effects have been found, owing to

the use of soft iron for the pole pieces; no distinction between the curves obtained with increasing current

(air gap) and those obtained with decreasing current (air gap) has been made. The exponent of the least square

force versus current curve is very close to 2, as predicted by equation (2): in the present current range nlO

noticeable saturation takes place. On the contrary the exponent of the least square force versus air gap curve

is far from the value -2 predicted by the simplified model. A comparison between numerical and experimental
results is shown in Table lIl and Table IV.

Curves similar to those of Figure 8a but also for higher values of tile current are plotted in Figure 9. Some

salturation at high current and low air gap is clearly present and a 4-th degree polynomial has been used for

the least-square fit. The curves for the smallest _ir gap have been limited to 4 A to avoid overloading of the
load cell.

157



200 -

v (N)

150

1oo

5o

t=030 mm a_ #
t=0.40 mm

t=0.50 mm

t=O.60 mm

*---*--- t-=0.70 mm

)--.--o t=0.80 mm

0 - -, , ) , , v , , , , r--_-_T ]--l__l-_--r-i I !

o I 2 3 4 5

i (A)

2OO

v (N)

150

I00

50

_ b) w--_---_i=l.5 A

-_--- i=2 A

*--)--) i=2.5 A

.k \ A

\\
I, \ ! .... i=4 A

o -_-_,_ ...."..........•....,....I,
0.20 0.40 0.60 O.80

t (ram)

Figure 8. Resulls of tile force tesls for Ihe radial bearing, a) Force versus current at constant dislance. Experinle[llal

points and interpolating expression F = ai b will) b = 1.99. b) Force versus air gap al constant currenl. E×perimental

D)inls and inlerpolaliiig expression F = at b wilh b = - 1.41.

_50 _TT--1 i i , I I ) i i ) 1- I- I fl--T "-I-_i-I-I-

(N) ] + + + t:O.30 rnm1,'
*--*_ t=O,40 rll_rl

200

150

IOO

5O

o--o--o t=050 mm

i
_1 I r i

0 2
jill

4

/

,/,¢'>
|

_---_--_ t=0.60 into

_-_-* t-:O.70 IIIIII

I I I t I i | I I I I

6 8 10

i(A)

Figure 9. As Figure 8a, bul lor higher values of llic
ct, rrenl. Fourlh degree ix)lynoniial least-square lil.

Further experiine,ltal tests were conducted to verify the linearization strategy mentioned above. The tests

were coqducted by superimposing a fixed bias current io to the control current i, in a pair of opposite

electromagnets and measuring the force with the rotor in the nominal (centred) position. The variation ra,lges

of the values of the test parameters in the different tests were 1-2.5 A (step 0.5 A) for the bias current to, Oi,,

A (step 0.25 A) and io-8 A (step 0.5 A) for the control current i<. Each test was performed by repeati,ig

the measuring cycle 3 times for a total of 432 force measurements. The results are shown in Figure 10a.
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Table 111. Measured and Compuled Eleclrical Characlerislics of Ihe Radial Bearings

R [tli L [mtl]

Computed Exp. tad. I E×p. rad. 2 Computed Exp. rad. I Exp. rad. 2

0.205 0.225 0.224 6.75 6.53 6.49

Table IV. Measured and Comt)uled Values of the Force of Ihe Radial Bearings lot Two Values of tile Cunent and Two

Values of ihe Air Gap

Experimental

Equalion (4)

FEM

t = 0.50 mm t = 0.60 mm

i = 5.(X) Ai = I.(X) A

F ! N ] ern)r

5.9 ---

6.3 6.8 %

5.8 1.7 %

i = 5.00 A

F l N I error

140.6 ---

i60.0 13.8 %

143.3 1.9 %

F [ N l error

105.8 ---

108.3 2.4 %

104.8 0.9 %

By superi,nposing tile curves obtained from the previous tests it is possible to compute from experimental

results the value of constant K to be introduced into equation (2). A value K = 1.525 N ram2/A 2 was theq

used in the further parts of tile work (Figure 10b).
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Figure [Ol a) Results oflhe lincarizalion tesls for the radial bearing. Force versus conlrol currenl at collslalll bias currenl.

b) Fu_ ce exetled by a pair of clectro,nagnels versus l)ara,nelcr (i/t)2, oblained by adding the exl)erimenlai values of Ihe

previous tesls.

159



EXPERIMENTAL TESTING OF "FILE SYSTEMS

Before rulming the system, the natural frequencies of tile suspended rotor were measured by exciting the

system with an instrumented hammer and measuring the acceleration at midspan. The first 3 values are

compared with the numerical results in I11 ].
A series of spin tests have been performed up to a speed of 21000 rpm, which is lower than the critical

speed related to the first deformation mode (third critical speed), expected at 25780 rpm. The amplitude of
the orbit at the sensor location was recorded as a function of the spin speed during free spin-down from the

maximum speed. The amplitude of the orbit has been obtained directly from the output of the sensors, using

their gains. The synchronous component of the amplitude in horizontal direction obtained from a frequency

analyzer is plotted in Figure 11.

The maximum amplitude of about 54 lain is reached during the crossing of the two rigid-body critical

speeds, while the amplitude in the supercritical range is lower than about 15 lain. The corresponding values

_fieasured by an accelerometer located on the stator are of 13 Iml and 0.2 I.tm respectively. The latter accot, nts

for the extremely slnooth running of the machine.

The measured critical speeds at 3300 and 4020 rpm are close to the COlnputed values of 2990 and 3880

rpm.
Several tests aimed to verify the stability of the system were performed introducing disturbances both

in fonu of impulsive loads on the stator and added unbalances on the rotor. In all cases the system proved to

be able to maintain stable working conditions and reject disturbances.
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Figure 11. Results of a spin-down lest: mnplitudc of Ihe synchronous compol_cnl of tile displacement at one scilsor
location in horizontal direction versus spin speed.
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CONCLUSIONS

Tile electric spindle supported by a five-active axes magnetic suspension built at the Department of
Mechanics of Politecnico di Torino has been described in detail.

The machine has been tested thoroughly ill the speed range tip to the third critical speed, corresponding to

the first deformation mode of the shaft. In this speed range it proved to be capable of stable operation even

in presence of disturbances and to be extremely quiet and vibration free. Further tests aimed to exceed the

third critical speed are planned; as numerical simulation shows that the amplitude in this condition is not

small enough [ 11 ], suitable modifications to the controller are planned.

The device is now used as an experimental rig and as a teaching support.

A very interesting feature of the whole project is its low cost, which can effectively open new application

areas to the active magnetic suspension technology.

REFERENCES

1. Genta, G.; Mazzocchelli, L.; and Rava, E.: Magnelic Suspension lbr a Turl)onlolecular Pump. 2ud. lnlerllaliol|al

Syrup. on MagneticBearings,Tokyo, July 1990, pp. 65-72.

2. Gellla, G.; Delprele, C.; Tonoli, A.; Rava, E.; mid Mazzocchelli, L.: Study of Ihe Geometry of a Passive Radial

Magnctic Bearing for Applicalion to a Turin)molecular Pump. MAG'92 Magnelic Drivers and Dry Gas Scids

Confcrcnce & Exhibilion, Alexandria, VirgiHia, Jt,ly 1992, pp. 61-70.

3. Dclprele, C.; Gcnla, G.; Mazzocchelti, L.; Rava, E.; Ricca, A.; RipaHIonli, G.; Saulini, L.; Tonoli, A.; Varesi,

A.; and Zannella, S.: tligh Speed AsyHchronous Motor wilh ltigh T, Superconducling Bearings. 3rd. International

Syrup. on Magnelic Bearings, Alexandria, VirgiHia, July 1992, pp. 287-296.

4. Schweilzer, G.; and Lange, R.: Characleristics of a Magnetic Rolor Bearing for Active Vibration Conlrol. lsl.

inlernalional Conf. on Vibrations in Rolaliug Machinery, Cambridge, September 1976, IMechE C239/76, pp.
1-6.

5. Schweilzer, G.: Magnetic Bearings, Lecture Course "RolordyHamics - 2", CISM (Centre Int. Sciences Mech.),
Udine, Oclober 1985.

6. Gondhalckar, V.; and ttoimes, R.: Design of a Radial Eleclromagnelic Bearing h)r the Vibralion CoHlrol of a

Supercrilical Shall. Proc. IMechE 198C(16), 1984, pp. 235-242.

7. lmlach, J.; Allaire, P.E.; ltumphris, R.R.; and Barrell, I,.E.: Magnetic Bearing Design Oplimizalion. Proc. IMechE

Vibralions in Rotating Machinery, Edinburgh, Seplelnber 1988, pp. 53-60.

8. Jcyaseclan, M.; Anand, D.K.; and Kirk, J.A.: A CAD Approach Io Magnelic Bearing Design. Proc. 23rid IECEC

IHlersoc. Energy Conversion Eng. Conference, Denver, Colorado, July 1988, vol. 2, pp. 37-42.

9. MaslcH, E.tt.; Allaire, P.E.; and Scott, M.A.: Magnelic Bearing DesigH lora lligh Speed Rolor. lsl InlcrnalioHal

Syrup. on Magnclic Bearing, Zurich, June 1988, pp. 137-148.

10. Walowil, J.A.; and Pinkus, O.:Analylical and Experimental luvesligalion of Magnetic Support Syslelns. Part 1:

Analysis - Pall I1: Experimenlal lnvesligalion. T,ans. ASME J. Lubr. Tech., 1982, vol. 104, pp. 418-437.

1 !. Genla, G.; Delprete, C.; and Cara_lli, S.: Active MagHclic Bearing Conlrol l.oop Modeling for a Finile EicmcHI

Rolordynamics Code. 2nd. InlcrnalioHal Syrup. on Magnelic Suspension Technology, NASA CP3247, Sealtlc,
Washington, August 1993.

161





N94- 35847

EXPERIMENTAL MEASUREMENT AND CALCULATION OF LOSSES

IN PLANAR RADIAL MAGNETIC BEARINGS

M. E. F. Kasarda, Research Associate

P. E. Allaire, Professor

R. W. Hope, Research Associate

R. R. Humphris, Research Professor

University of Virginia

Charlottesville, VA

/
_) / j"

J(. / :'.

r

ABSTRACT

The loss mechanisms associated with magnetic bearings have yet to be adequately characterized or

modeled analytically and thus pose a problem for the designer of magnetic bearings. This problem is

particularly important for aerospace applications where low power consumption of components is critical.

Also, losses are expected to be large for high speed operation. The iron losses in magnetic bearings can
be divided into eddy current losses and hysteresis losses. While theoretical models for these losses exist

for transformer and electric motor applications, they have not been verified for magnetic beatings. This

paper presents the results from a low speed experimental test rig and compares them to calculated values

from existing theory. Experimental data was taken over a range of 90 to 2,800 rpm for several bias

currents, and two different pole configurations. With certain assumptions agreement between measured

and calculated power losses was within 16% for a number of test configurations.

NOMENCLATURE

Bmax = Maximum Magnetic Flux Density
d = Lamination Thickness

D = Windage Drag Force on Rotor

Ek = Rotor Kinetic Energy

f= Frequency (Hz)
I = Current

J --- Rotor Polar Moment of Inertia

L = Rotor Lamination Length

Pe = Eddy Current Power Losses

Pha = Hysteresis Power Loss Due to

Alternating Flux

Phr = Hysteresis Power Loss Due to

Rotating Flux

PI = Iron Power Losses

Pk = Kinetic Power Loss

Pw = Power Loss Due to Windage
R = Rotor Lamination Radius

U = Surface Velocity of Rotor Laminations
t = Time

P = Material Resistivity

Pg = Gas Density

q = Hysteresis Coefficient

v = Gas Viscosity

c0 = Rotor Angular Velocity (rad/sec)
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INTRODUCTION

Magneticbearingsofferthedesigner of jet engines the ability to operate at much higher speeds

than when conventional rolling element bearings are used. Because of the stiffness and damping

properties of the magnetic bearings the squeeze film damper can be eliminated and the lubrication system

is no longer necessary. In order to fully optimize the design of the engine the designer must account for

losses in the bearings. While magnetic bearings do not have the kinds of losses associated with

conventional bearing types, they do have several unique loss mechanisms that need to be quantified more

accurately than they have been in the past.

The loss mechanisms in magnetic bearings may be classified in the categories of 1) coil losses, 2)

iron losses, and 3) windage losses. The coil losses are the resistive losses due to current in the stator coils.

They are relatively easily calculated by conventional I2R formulas and are not discussed further here. The
iron losses are the losses which occur in the stator and rotor of the magnetic bearings. Generally these

have two components: eddy current losses and hysteresis losses. The rotor losses are the primary subject

of this paper. The final category of losses is that of windage friction loss due to the gases or liquids

surrounding the bearing rotor. While windage losses may be significant in some applications, they are a

secondary subject of this paper.

The topic of magnetic core losses both in nonrotating devices, such as transformers, and rotating

machines, such as electric motors, is a very complicated subject. Much of the early work on core losses,

referred to as classical work in this paper, was done early in this century. It largely ignored the physics of

the magnetic domain structure, but developed a series of relatively simple formulas for quantifying the

losses. The iron losses were considered to be divided into two types: eddy current and hysteresis losses.

Hysteresis losses were further sub-divided into alternating and rotational components. The more modern

theory associates the losses with physical phenomena on a molecular level occurring with changing

magnetism, called domain theory. All of the magnetic loss effects can be explained using the domain

theory, but convenient formulas suitable for magnetic bearing design are not currently known to the

authors.

This paper does not address the domain theory of losses but employs classical formulas to

calculate some of the losses for comparison to the experimental run down test results. Iron losses in

magnetic bearings, rather than in transformers and electric motors, began to be reported in the literature

approximately 10 years ago. Yoshima [ 1] discussed an eddy current effect in magnetic bearings using a
detailed finite element model to calculate the magnetic flux in the bearing. The effect of the induced

opposing magnetic forces was studied, but losses were not quantified. Higuchi, et. al [2], and Higuchi,

et. al [3] gave short reports on experimental studies of rotating losses in magnetic bearings. Matsumura,

et. al [4] presented a fourier analysis of the distribution of the magnetic field for an alternating pole

arrangement (NSNSNSNS) and a paired pole arrangement (NNSSNNSS). The paper gave a theoretical

prediction of higher losses in the alternating pole arrangement. Experimental results show only a slight
difference in the losses. At high speeds the loss plots are nearly identical while at lower speeds the

alternating arrangement yields slightly higher losses.

Ueyama and Fujimoto [5] evaluated power losses in a magnetic bearing supported spindle test rig.

Iron and windage loss effects were studied for an eight pole radial magnetic bearing of conventional

design. Deceleration studies gave the iron losses for four materials when the chamber was placed in a
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vacuum. A hysteresis coefficient and an eddy current coefficient were determined for the experimental

results, but no comparison to theoretical predictions was presented. Measured and calculated windage
losses were compared with good agreement for the turbulent flow calculation model. Matsumura and

Hatake [6] conducted loss measurements using an eight pole radial magnetic bearing.

O'Kelly [7] has developed a model of nonlinear hysteresis BH effects in magnetic materials by

employing a series of straight lines. Lin, et. al [8] formulated a numerical curve fitting BH routine for

transformer coils and cores. Kasarda, et. al [9] presented measured losses with the journal at different

eccentricities within the bearing stator and found this effect to be negligible for the test rotor under
analysis.

The purpose of this paper is to measure the effect of both bias current and pole configuration on

the power losses in a set of magnetic bearings and compare these results to theoretical predictions. Steady

state bias currents directly affect the magnetic flux density so they are important. Two different pole

configurations were studied: alternating poles (NSNSNSNS) vs. paired poles (NNSSNNSS). The

measured results were then compared to calculated losses due to 1) eddy currents, 2) hysteresis, and 3)

windage losses, from several existing theories. Calculations based upon iron losses in transformers and
windage losses in annular clearances were employed.

EXPERIMENTAL PROCEDURE

A magnetic bearing test rig [10], illustrated in

Figure 1, was set up for measurements of rotor run

down time. The rotor consists of a 12.7 mm (0.50

inch) diameter shat_ with three attached masses. The

midspan disk measures 73.2 mm (2.88 inches) in

diameter and 25.4 mm (1.0 inches) in length. The two

outboard disks are the bearing journals, and measure

58.4 mm (2.3 inches) in diameter and 25.4 mm (1.0
inches) in length.
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FIGURE 1 - Test Rotor Configuration

The magnetic bearings are eight pole radial

bearings, shown in Figure 2. The leg width is 12.7

mm (0.50 inch) for each pole. The stators are

constructed of solid sott magnetic iron and the

journals are constructed of 0.18 mm (0.007 inch)
laminations of non-oriented 3% silicon iron. The

bearings have a 1.0 mm (0.039 inch) gap. The

feedback system used an analog PD control with a

linear power amplifier.

The rotor was decoupled from the electric

motor, usually employed to drive the rig. This avoids

the friction effects in the motor rolling element
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', : I :
I I i t
i i i I

RIGID HOUSING

Y
/

MAGNETIC
LAMINATIONS

bearings. For each test run, a cord was wrapped
FIGURE 2 - Radial Magnetic Bearing Configuration
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aroundtherotor shaftandthenpulledoff at arapidrate. Therotor wasthusacceleratedto aspeed
somewhatabove2,800rpm. Thentherotor wasallowedto decelerateandmeasurementsof speedvs.
timeweretakenfrom 2,800rpmto 90 rpm. Realtimerundowntestsweremadeanddatarecordedon
tape. Fromthisdata,decayrateswerecalculatedandthecorrespondingtotal power loss,dueto the
conversionof kineticenergyof rotationintoheat,determined.

No magneticthrustbearingwasusedin the system,but reluctancecenteringdueto endeffectsin
themagneticbearingswassufficientto keeptherotor axiallycentered.Smallaxialtransientsimmediately
presentafteracordpull weremanuallydampedout.

Thekineticenergyof therotor dueto rotationis

1jco2 (1)
Ek= 2

This kinetic energy was gradually converted to heat as the rotor decelerated. The power loss is the time

derivative of the energy

OE k _ 811jco2 )= jco O°9 (2)P k- 3t Ot Ot

The speed vs. time measurements were fit with a least squares polynomial of order 2

co=b 0 +b l t +b2 t 2 (3)

and the time derivative evaluated analytically. Time can be treated as a parameter and eliminated. Thus

the change in energy vs. speed was calculated from Eq. (2).

EXPERIMENTAL RESULTS

A series of rotor run-down measurements was taken for two parameter studies: bias current effects

and pole configuration effects.

Bias Current Effects

Steady state currents, called bias currents, are supplied to all coils in the bearings. Generally, the

bias current allows control currents to add or subtract from the bias current and control the rotor dynamic

forces. If there was no steady state load due to weight, all bias currents would be set equal and there

would be no net steady state radial force acting on the journal. However, there is a vertical load due to

the rotor weight so the upper magnets were set at a higher bias current than the lower vertical magnets.

The side magnets were set at an equal intermediate bias current. The bias currents in each magnet can be

varied within a certain range. Thus, the rotor laminations see a significant flux density change due to

alternating N and S pole faces as they rotate. In between the pole faces the flux density is nearly zero. In
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thesetests,the bias currents were set at three
different levels.

Figure 3 shows a plot of decay times for the

rotor when the bearing was configured as a paired

pole (NNSSNNSS) for three bias currents: 1.4, 1.6,

and 1.8 amps/bearing axis. It is clear from this data

that increasing the bias current increases the decay

rate, indicating that the losses are higher. The total

run-down time from 2,800 rpm to 90 rpm ranged

from a high of approximately 558 sec for the 1.4 amp
bias current setting to a low of 413 sec for the 1.8

amp bias current setting.
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FIGURE 3 - Rotor Deceleration (Speed vs. Time),

Paired Pole Configuration (NNSSNNSS)

Pole Configuration Effects

The power losses due to different pole winding patterns were examined. The bearings were

configured with both alternating poles (NSNSNSNS) and paired poles (NNSSNNSS). Matsumura and

Hataka [6] have measured data which indicated that the two configurations gave nearly the same losses

for high speeds, - 3000 RPM, but somewhat different losses for lower speeds. The purpose of this test

was to compare a different set of magnetic bearing results to their results, as well as to compare calculated
losses to measured losses.

Figure 3, from the previous section, showed the run-

down times for the bearings in the paired pole

(NNSSNNSS) configuration. A second series of tests

was run for the same bearing and bias settings with

the alternating pole (NSNSNSNS) configuration. A

comparison of these results is shown in Figure 4, for a

bias current of 1.6 amps/axis. This data is presented

in semi-log form to better demonstrate the differences

at lower frequencies. It shows that there is essentially

no difference between the decay rates in the higher

frequency range and some minor, but decreasing,

differences in the lower speed range, where the

alternating pole configuration decays somewhat

faster. The trends in these results agree well with

results from Matsumura and Hatake [6].

lIME (_c)

FIGURE 4 - Rotor Deceleration (Speed vs. Time),

Paired Pole Configuration (NNSSNNSS)

vs. Alternating Pole Configuration (NSNSNSNS)
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THEORETICAL LOSS MODEL

Iron losses are the sum of two components: eddy current and both alternating and rotational

hysteresis losses, which can be expressed as

PI = P e + Pha + Phr (4)

The individual formulas for these components are given in Appendices A and B.

It is difficult to quantify some of the input parameters to these formulas for the core losses. For

example, the effective rotor lamination volume to be employed is not immediately obvious. Therefore it is

probably impossible to calculate without a complete finite element analysis, and thus an estimate was made

for this study. The numerical value may possibly be different for the hysteresis loss calculations as

compared to the eddy current analysis. This is due to differences in the magnetic flux patterns in the rotor.

Also the frequency to be employed is subject to much discussion, as is noted in the references. It depends

upon the number of flux paths, number of pole faces, etc. The proper frequency might be 2f, 4f, or 16f

(wherefis the rotational frequency in Hz) for different loss formulas for the eight pole bearing.

An initial attempt is made in this paper to determine relatively accurate measures of the rotor

properties to provide the best loss estimates for magnetic bearings by comparing theoretical formulas to
measured data. A windage loss formula, based upon turbulent boundary layer theory, is given in

Appendix C. This was employed to calculate the windage loss for the experimental geometry.

COMPARISON OF MEASURED AND CALCULATED LOSSES

The theoretical loss models were used to predict losses based upon several choices of frequencies

and effective volumes. Table 1 presents the various calculated results and the measured data for a bias

current of 1.6 amps per bearing axis.

All of the calculations in Table 1 were carried out using the equations from Appendices A, B, and

C. The predicted power losses are given by

PT=2Pe + 2Pha + 2Phr +Pw (5)

The factors of 2 are due to the two rotor lamination stacks, one for each bearing. Pw is the total windage

loss for the rotor.

As noted earlier in this work, factors which are not easy to determine are the effective volume of

magnetic material and the appropriate frequency components. For the iron losses, the volume used was

based upon inspection of a finite element calculation of the magnetic flux penetration depth into a typical

rotor lamination stack. All of the loss calculations were thus made with an estimate of effective volume

equal to 23% of the total journal lamination volume. As seen in Table 1, the error is relatively small with

this choice of effective volume.
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Calculationswerealsocarriedout usingtheassumption&flux penetrating to a depth equal to the

width of a leg. This yields an effective volume of 63% of the total volume, resulting in values which are
significantly above the measured values, and are not presented.

Iron losses were evaluated with particular frequencies as well. From an examination of the flux-

time patterns in each type of loss, it was believed for the eight pole bearing that the eddy current loss was

dominated by a 16fcomponent, the alternating hysteresis loss was dominated by a 4fcomponent, and the

rotating hysteresis was dominated by a 2fcomponent (wherefis the rotational frequency of the rotor).
These values were employed in determining the results shown in Table I.

A breakdown of the components of the

calculated losses is shown in Figure 5 for the case ....

when the bias current equals 1.6 amps per bearing _: ,
axis. For the relatively low speeds of this

experiment the dominant mechanisms are initially the _ ....

rotating and alternating hysteresis losses. At higher

speeds the windage and eddy current losses will
dominate.

Figures 6, 7, and 8 show a comparison of

the measured power loss for the paired pole

configuration (NNSSNNSS) as determined from

run-down data by the use of Eq. (2) along with a

predicted total power loss for bias currents of

1.4, 1.6, and 1.8 amps/bearing axis in the

bearings, respectively. For all three bias current

settings the calculated losses were within 16% of

the measured losses.

As shown in Figures 6-8 there is good
overall correlation between the total calculated

and measured power losses in the paired pole

(NNSSNNSS) magnetic bearings with the

calculated losses ranging between 84% and 101%

of the measured power losses.
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FIGURE 5 - Calculated Power Loss Components

vs. Speed, Paired Pole Configuration (NNSSNNSS)

with Bias Current at 1.6 Amps
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Similar calculations were made for the FIGURE 6 - Measured and Calculated Power Loss

case when the bearings are in the alternating pole vs. Speed, Paired Pole Configuration (NNSSNNSS)

(NSNSNSNS) configuration. However, the with Bias Current at 1.4 Amps

effective volume for this case is approximately 10% greater than the value used in the paired pole

calculations. This is due to the fact that with the alternating pole arrangement, flux emanating from one

pole will be attracted towards the opposite pole on the adjacent magnet pair. Therefore, the flux paths

bulge towards the adjacent magnet pair and traverse a larger volume, as compared to the paired pole

configuration. A comparison of measured and calculated power losses for the alternating pole

(NSNSNSNS) configuration for a bias current of 1.6 amps is shown in Table 2. This comparison

demonstrates good correlation between the calculated and measured power losses for the alternating pole
(NSNSNSNS) configuration.
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with Bias Current at 1.8 Amps

LOSS CATEGORY

EDDY CURRENT

HYSTERESIS/

ALTERNATING

HYSTERESIS/

ROTATING

i WINDAGE

TOTAL

CALCULATED

MEASURED

2500 RPM

.0377

.0311

.0724

.0763

.2175

.2376

% CALCULATED 8%

ERROR

1500RPM

0136

0187

.0434

500RPM

.0015

.0062

.0145

.0183

.0940

.0008

.0230

.1121 .0231

16% <1%

TABLE 1 - Calculated and Measured Power Loss (watts) vs. Speed in Paired Pole (NNSSNNSS)

Magnetic Bearing With Bias Current at 1.6 amps.

LOSS CATEGORY

EDDY CURRENT

HYSTERESIS/

ALTERNATING

HYSTERESIS/

ROTATING

WINDAGE

TOTAL

CALCULATED

MEASURED

% CALCULATED

ERROR

2500RPM

.0415

.0342

.0796

.0763

.2316

.2395

3%

1500RPM 500RPM

.0150 .0017

.0206

.0477

.0183

.1016

.0068

.0160

.0008

.0253

.1137 .0241

11% -5%

TABLE 2 - Calculated and Measured Power Loss (watts) vs. Speed in Alternating Pole (NSNSNSNS)

Magnetic Bearings with Bias Current at 1.6 amps.
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CONCLUSIONS

Powerlossmeasurementsweremade,basedon thedecelerationrateof a rotor supportedin
magneticbearings,for thevariationof biascurrents,andpoleconfigurations.Measuredlosseswere
comparedto calculatedlosses based on classical theory from transformer and electric motor analyses and

showed good agreement, within 16%. Results of this study indicate that the proper application of classical

power loss equations may adequately predict losses in magnetic bearings at low speeds. Future work

includes high speed measurements in a vacuum chamber, further finite element analyses, and a more

analytical method for determining the effective volumes and frequencies to use in the analysis.
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APPENDIX A - EDDY CURRENT LOSSES

A formula for the power loss due to eddy currents has been developed by Golding and others [11-

14] by integrating 9I 2 over the volume of the magnetic material, where 9 is the material resistivity and I is

the current due to the induced emf from the alternating flux. The loss formula for one rotor is

10_16n.2 d2 B2 f2 )
P e -- 6p max (watts/cm 3

(6)

Here d is the lamination thickness in cm, Bmax is the flux density in gauss, f is the frequency in Hz, and 19

is in _-cm. This relation assumes that the permeability of the material is constant and that the lamination

thickness is less than the penetration depth of the eddy currents (skin effects are neglected).

Eddy currents are dominated by the time rate of change in the magnetic field. Thus it is felt that

the number of pole face edges that the rotor laminations pass per sec is the proper value for f, 16 times the

rotation frequency for this case.
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APPENDIX B - HYSTERESIS LOSSES

As noted in the text of the paper, hysteresis losses can be considered as two types: alternating and

rotational. Alternating hysteresis loss occurs in iron when the magnetic field alternates at some frequency,

from a maximum positive value to a maximum negative value and the loss is proportional to the enclosed

area of the hysteretic loop. Rotational hysteresis occurs when the magnitude &the field is relatively

constant but its direction changes with respect to the material in which losses are occurring.

The alternating component of the hysteresis losses in a magnetic material is due to the effects of

traversing a complete cycle of the BH curve. This occurs in the rotor of a magnetic bearing as it passes

the differently polarized pole faces. The kinetic energy of rotor rotation is converted into heat generation.

The loss per cycle for one rotor lamination stack is given by the formula from Steinmetz [ 16]

P ha=lO-7 rlf Bkmax (watts/cm3) (7)

Here the hysteresis coefficient q has a value of approximately 0.00046 for a good grade of silicon

iron and the frequencyfis in Hz. Also Bmax is in gauss and k has the value of approximately 1.6 for flux

densities in the range of 1500 and 12,000 gauss. It is felt that the proper frequency to use in this formula

is the alternating frequency near the surface of the laminations, 4ffor this eight pole bearing.

The rotational component of the hysteresis loss occurs when the magnitude of the magnetic field is

relatively constant but its direction is changed within the rotating magnetic material. This situation occurs

below the rotor surface in a magnetic bearing. This loss due to a rotational variation of the flux is

different from the loss due to the alternating flux. Experimental curves have been generated [1 l, 15]. For

example, interpolation from a curve for a transformer silicon steel, at a flux density of 2000 gauss used in
this work, gives, for one rotor lamination stack

Phr = 3. 60 x l O-5 (watts / cm 3 - H z) (8)

This value is then multiplied by the effective volume and frequency to obtain a power loss in watts.

It is felt that the dominant frequency for this relation is based upon the number of magnetic field rotations
experienced by the rotor per sec, 2 times the rotation frequency in this case.

APPENDIX C - WINDAGE LOSSES

Ueyama and Fujimoto [5] achieved good correlation to experimental data of windage loss

calculations using a turbulent flow model. Therefore, windage losses on the rotor were calculated based

upon the drag force on a turbulent boundary layer as developed by Von Karman and presented in Granger
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[17]. For a fully turbulent boundary layer on a flat plate of length 2nR and width L, the drag force is

D=.072 pg2;,rR U2L 2_rRU

The surface speed, U, is given as Re0, so this expression becomes

FD=O.144Jr p R3 L a_
g 2n-R 2 a_

0.2
(10)

The windage power loss for each disk is

Pw I = F dU =.144pg L nR 4

0.2

and the total power loss is the sum of the losses on the two bearing journals and the midspan disk

Pw = 2 P Brgs + Pmidspan disk

(11)

(12)
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SUMMARY

Magnetically levitated (Maglev) vehicles operating on dedicated guideways at speeds of 500 km/hr are
an emerging transportation alternative to short-haul air and high-speed rail. They have the potential to offer
a service significantly more dependable than air and with less operating cost than both air and high-speed
rail. Maglev transportation derives these benefits by using magnetic forces to suspend a vehicle 8 to 200
mm above the guideway. Magnetic forces are also used for propulsion and guidance. The combination of
high speed, short headways, stringent ride quality requirements, and a distributed offboard propulsion
system necessitates high levels of automation for the Maglev control and operation. Very high levels of
safety and availability will be required for the Maglev control system. This paper describes the mission
scenario, functional requirements, and dependability and performance requirements of the Maglev
command, control and communications system. A distributed hierarchical architecture consisting of
vehicle on-board computers, wayside zone computers, a central computer facility, and communication links
between these entities was synthesized to meet the functional and dependability requirements of the maglev.
Two variations of the basic architecture are described: the Smart Vehicle Architecture (SVA) and the Zone
Control Architecture (ZCA). Preliminary dependability modeling results are also presented.

I. INTRODUCTION

Magnetically levitated (Maglev) vehicles operating on dedicated guideways at speeds of 500 km/hr are
an emerging transportation alternative to short-haul air and high-speed rail. They have the potential to offer
a service significantly more dependable than air and with less operating cost than both air and high-speed
rail. Maglev transportation derives these benefits by using magnetic forces to suspend a vehicle 8 to 200
mm above the guideway. Magnetic forces are also used for propulsion and guidance. A combination of
factors such as high speed, short headways, stringent ride quality requirements, and a distributed offboard
propulsion system make Maglev a unique mode of travel.

Maglev vehicles will travel at a much higher speed than conventional trains and at a significantly higher
speed than conventional high speed rail. Although the higher speed increases transportation productivity, it
implies more serious consequences if the control system fails to maintain safe train separation. Thus, the
response time of the control system must be on a par with the response times of aircraft control systems.
Furthermore, achieving a passenger load which makes the system economically viable, requires the shortest

* This work was sponsored by the Federal Railroad Administration under Contract DTFR-53-91-C-00043.
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headways possible within the limits of safe train separation. This conflict between capacity and safety can
be mitigated by the use of a fully automated and validated control system which offers significantly faster

response times than one using human operators.

The Maglev control system will be comprised of sensors, actuators, communication links, and
computers whose collective activities will be coordinated and directed by control and decision making
software. Maglev control systems are required to make many decisions in real-time. The consequences of
an incorrect or late decision could be catastrophic. Since human safety is at risk, the automated c,ontrol

systems must work correctly and in a timely manner under all expected operating conditions. Furthermore,
since the failure of one part of the system can disrupt travel along an entire route, the control system for

Maglev must not only be safe but also highly available.

Since hardware and software are expected to fail at some time during the life of the system, the system
must be able to tolerate these faults while maintaining normal operations or, in the exceptional, worst case
scenario, fail in a safe manner. That is, the system should continue to function correctly as a whole even

when parts have failed. This is referred to as fault-tolerant operation. If this is not possible, the system
must be able to systematically shut down in a safe manner, i.e., fail-safe operation.

Under the sponsorship of the US Department of Transportation, a design-for-validation methodology
previously developed by Draper Laboratory [1] has been applied to the design of the control computer
system for a hypothetical US Maglev Transportation System [2]. Following the key steps prescribed by
the methodology, the mission scenario, functional requirements, and dependability requirements of the

Maglev command, control and communications system were developed. Performance requirements were
then quantified with variations allowing for both electro-dynamic (EDS) and electro-magnetic (EMS)

suspensions.

A distributed hierarchical architecture consisting of vehicle on-board computers, wayside zone

computers, a central computer facility, and communication links between these entities was synthesized to
meet the functional and dependability requirements of the Maglev. Two variations of the basic architecture

were developed: in the Smart Vehicle Architecture (SVA) the on-board computer has the primary
responsibility for train control and the wayside zone computers provide backup and consistency checking;
in Zone Control Architecture (ZCA) these roles are reversed.

A set of qualitative and quantitative evaluation criteria for the Maglev control computer system were
developed. A fail-safe communication protocol for the SVA was proposed and used to model and analyze

the dependability characteristics of this architecture.

II. MAGLEV MISSION SCENERIO

The fast step in the design-for-validation methodology is to develop a concept of operations which
defines the mission scenario, including the method of operation and the operational environment, and speci-

fies the computer control functional requirements. The concept of operations presented here is intended to

produce a control system which can meet the most rigorously demanding operational requirements of an
advanced and fully developed Maglev transportation system. Figure 1 shows various phases of operation

of a typical Maglev vehicle during a 24-hour period.

During a stationary pre-run inspection in the maintenance phase, the vehicle performs internal self-
checks on all its vital systems. Another use of the maintenance phase is to perform routine periodic
maintenance. At this time, the maintenance crew inspects the vehicle, reviews fault logs and conducts the
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scheduleddiagnostictestscalledfor by thevehiclelife-cyclemaintenanceprogram.Theintervalbetween
thesemaintenanceperiodscanbeadjustedtomeettheavailabilityrequirementof thevehicle. When
necessary,thecrewreplacescomponents(LineReplaceableModulesor LineReplaceableUnits) identified
asfaulty, ff thetestingandnormallyscheduledmaintenanceproceduresdonot identify anymajorrepairs,
thecrewadvancesthevehicleto thenormaloperationphase.Otherwise,thevehicleis takenoff-line and
movedtoa bayor acentralrepairfacility for moreextensivedepotmaintenance.

Duringnormaloperation,built-in-test(BIT) maintenanceoperationsareconductedin thebackground
andanydetectedfaultsareloggedin non-volatilemassmemory.Theaveragedurationof travelis two
hoursandtwentyminutes,includingstationstopsandpost-missionmaintenance,for a totalof twenty-two
hoursdaily. Thereis anaverageof threeoff-line stationstopspermission. Stationstopslastanaverage
of threeminutes,duringwhichtimepassengersboardandleavethetrain,andadditionalBIT maintenance
is performed.Thevehiclehassufficientredundancyin all of its systemsto allow it to bedispatchedwith
faults,shouldthosefaultsoccurduringnormaloperation.Of course,thereis someminimumcomplement
of componentswhichmustbefunctioningto allow thesystemto maintaintherequiredlevelof reliability
for agivenmission.This is calledtheminimumdispatchcomplement(MDC). If faultsaccumulatesuch
thattheMDC isnot functioning,thevehicleis notallowedtocontinueoperationasthiswouldexposethe
passengersandcrew to anunacceptablerisk of injury. At thispointthevehiclewouldoperatein a
degradedmode,soastobeabletoarriveatthenextstationfor repairs. Redundancywhich exceedsthe
systemrequirementsfor safeoperationincreasestheavailabilityof thesystembyallowingdispatchin the
presenceof failedcomponents.Furthermore,additionalredundancyalsoenhancesthemaintainabilityof
thesystemby deferringrepairsuntil theyarenormallyscheduledto takeplacein amaintenancefacility.

Thecapacityof eachvehicleis 120passengers.Theline speedbetweenstationsis 500km/hour.
Vehicleswill bedispatchedsoasto allow avolumeof 4,000to 12,000passengersperhourto travelalong
theroute. At peakcapacity,theheadwayfor eachvehicleisapproximately36secondsor 4 kilometersat400krn/hour.

Off-line stationsoffer significantadvantagesin termsof capacityandflexibleschedulesrequiredby
theinter-city transportationmarketin theUS. An off-line stationis essentiallyasectionof guidewaybuilt
parallelto themainline. A specializedsectionof the guideway,calledtheswitch,allowsavehicleto be
divertedto eitherthemainlineor theoff-line sections.Navigationof theswitchmaybeaccomplishedin
two ways,referredto asactiveor passiveswitching. In so-calledpassiveswitching,theguidewaysimply
formsaY-shapeandthevehiclenegotiatesaroutedownonefork or theother. In anactiveswitch,a
flexiblesectionof guidewayismovedfromonepositionto theother,therebyalteringtheroutethevehicle
follows. In eithercase,switchingposesasignificantburdenon thecontrolsystembothfor safetyandperformance.

Thefinal parameterswhichcanhavea significantimpacton th_architectureof theMaglevcontrol
computersystemaretheridequalityandpassengercomfortandthenumberanddistancebetweenwayside
zonecontrollersandsafestoppingareas.

Thelevelof ridecomfortfor normal,non-emergencyoperationswill meetthetwo hourreduced
comfortlimits stipulatedby ISO-2631.Foremergencysituations,adecelerationrangeisallowed,
dependingon theseverityof thesituation.Whenconditionsallow,adecelerationof not morethan0.25g
will beused.Forextremesituations,for example,whennecessaryto decelerateto preventor mitigatea
suddenstop,decelerationsof up to 0.5g areallowed.

Betweenanytwo stationsthereareapproximatelyforty waysidezonecontrollers.Thedistance
betweenthesewayside zones is 2 kilometers. The site of each wayside zone controller also serves as a safe
stopping area between stations.
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Figure 1. Maglev mission scenario vehicle state diagram.

III. MAGLEV FUNCTIONAL REQUIREMENTS

In order to determine the detailed computational requirements of the complete Maglev system, a set of

functional requirements must be specified. Computational requirements include throughput, memory,
processing lag, function iteration rate, order dependencies among functions, and I/O and inter-function
communication rates. To fully specify the computer architecture for Maglev, constraints imposed on the

control computer must also be provided, such as limitations on weight, power and volume.

Guided ground transportation control systems must perform three principal functions: control,

protection, and supervision. In a fully automated system, these functions are performed by three main
control system components: the onboard control computer, the wayside or zone control computer, and the
central control computer. Each system component performs different aspects of each of the three principal
functions. Historically, the vehicle control function has been performed by each individual train as it makes

its way along the track. Wayside control has performed most of the functions pertaining to route integrity,
such as operating the switching mechanisms and setting the maximum speed for a given section of track
[4]. This division of tasks, which has been demonsu'ated to provide a reliable means of safe train
separation, follows naturally from the fact the propulsion system which controls the velocity, acceleration,
and braking of the vehicle is physically resident onboard the vehicle and the wayside has up-to-date
knowledge of the track in its locale. However, the propulsion system for Maglev vehicles is not resident
onboard the vehicle, but rather housed in stations distributed along the guideway. The design of the Maglev

control system must reflect this important difference. The role of the central control computer is to perform
the high level planning and coordination functions, such as setting up train arrival and departure schedules
as well as scheduling maintenance operations. Central control also plays a role in coordinating the response

of the system to an emerg.ency sxtuauon. Some aspects of central control may actually be performed by

computers located in statxons.
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Each of the three principal functions which must be performed by the Maglev control system, i.e.
control, protection, and supervision, can be decomposed into several well-defined sub-functions. This

purely functional analysis of the control system may be used as the basis for the design of a control
architecture. By partitioning the sub-functions among the various control elements which make up the
system, an optimal design for safety and reliability can be achieved. The functional decomposition of the
Maglev control system is presented in Table 1. A quantitative analysis of the computational requirements of
each function was performed and these results are summarized below.

Vehicle Control Functions

The vehicle state function is a sensing function which monitors the vehicle position, navel direction,
spe.ed, and acceleration. The velocity control function causes the speed and direction of travel of each

vehicle to match the speed mandated by its travel profile (determined by the route planning and scheduling
functions) in accordance with the existing conditions on the guideway. The velocity control must

coordinate the activities of the individual propulsion power units in the guideway, which are nominally
spaced at 2 km intervals along the guideway. Closer spacing of power units provides finer granularity ofcontrol for additional cost.

The levitation control for the EMS design consists of controlling the gap (about 8 mm) between the
levitation magnets and the guideway at about 100 Hz. This is accomplished by controlling the current flow
in the onboard electromagnets, which in turn determines the attractive magnetic force between the vehicle

electromagnets and the guideway ferromagnets. For the EDS design, the gap does not require active

control. However, the temperature of the superconducting onboard electromagnets needs to be carefully
monitored and maintained at about 5 ° K. If the temperature rises above this value, quenching will occur
leading to a loss of magnetic force.

Table 1. Maglev Control System Functions

CONTROL

Vehicle State

Velocity Control

Levitation Control

Lateral Position Control

Propulsion Control

Secondary Suspension Control

Route Control

Vehicle Systems Monitoring

Vehicle Systems Control

Environmental Monitoring

PROTECTION

Safe Vehicle Separation

Vehicle Position Control

Route Integrity

Emergency Stopping

Emergency Speed Control

Emergency Position Control

Emergency Response

Failure Management

SUPERVISION

Route Planning

Route Scheduling

Dispatching

Maintenance Scheduling

Operator Interface

Status Displays

Passenger Supervision

For lateral position control (EMS design) the gap between the lateral guidance electromagnets and the

guideway must be actively controlled in the same manner as for the levitation magnets. For the EDS design,
the temperature of the superconducting guidance magnets must be maintained in the same manner as that of
the temperature control of the levitation magnets.
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Propulsion is achieved by the use of a linear synchronous motor made up of conducting windings,
installed along the length of the guideway, and variable frequency converters which, together with the

necessary switch gear, are located at sites distributed along the guideway. Each power unit can control the
motion of a vehicle along a section of guideway called a zone. The speed of the vehicle within a zone is

controlled by varying the frequency of a waveling electromagnetic field produced in the stator windings of

the guideway by the power electronics system.

The purpose of the secondary suspension system is to provide a satisfactory level of ride comfort to
passengers in the vehicle. EDS systems which possess a fairly stiff primary suspension require an actively
controlled secondary suspension to achieve a satisfactory level of fide quality. For EMS systems, active
control may not be necessary but could be provided to enhance the overall smoothness of the ride and offset

jerk due to sudden accelerations and lateral motions induced by turns and cross-winds. The secondary
suspension can be provided by a combination of actively controlled aerodynamic surfaces and actively or

passively controlled dampers.

The route control function guides the vehicle through one of two possible paths at switching points in

the guideway as indicated in the route profile. If an active switch is employed, the switching mechanism
must be engaged at precisely the fight moment to allow adequate time to detect a possible mechanical failure
and safely stop an approaching vehicle. Designs of passive switches vary greatly but all require control of
either an electrical or mechanical subsystem with similar timing and verification requirements to those of an

active switch.

Onboard systems such as lighting, temperature, air flow, secondary braking capability, charge level of
onboard batteries, and door position control are monitored and adjusted periodically. Environmental
conditions such as the electromagnetic field strength at various positions in the coach, lateral wind speed
and direction and external temperature are measured periodically. Advance weather information is

collected.

Vehicle Protection Functions

These functions provide a fail-safe mode of operation. They can override the actions of the vehicle
control functions and take control of a vehicle which has exceeded some safety threshold.

The safe separation function is responsible for ensuring that a minimum spacing of 4 km or 2 zones is
maintained between any two consecutive vehicles on the guideway. The route integrity function monitors

the integrity of the guideway and the propulsion and levitation coils. The guideway.must remain properly
and free from hazards such as ice, litter, animals, etc. The emergency stopping function is

aligned ....... ,_ ...... L._u,., ,,¢,h e linear synchronous motor provided by the .guideway
emptoyeo wnen me pn.mary, or'.ara,_ _._,,],.o;,,_ _-"a" combina(:ion of aerodynamic braking from eltlaer me
has failed. Secondary.bralang..is accompnsne_ oy___ n,,,_ ,t. .... h_"l" has contacted the guideway.

cl currents, ann rncuu- _ttt_l ul_ v_l_, _,trailing flap or a paraclaute, exl y

The emergency speed control function is employed when the propulsive force provided by the

guideway has failed. Sufficient energy must be available from batteries and the linear generators (which
operate only while the train is moving) to control levitation, braking, and other loads. The vehicle is only
allowed to stop at areas deemed safe stopping areas. A safe stopping area provides a means of safe
evacuation of passengers from the vehicle. The emergency position control function determines the exact

stopping point for a vehicle in an emergency stopping situation. Information about safe stopping points is
maintained for each zone along the guideway.
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VehicleSupervisionFunctions

Supervisionfunctionsincluderouteplanning,schedulinganddispatchingvehicleson theseroutes,
displaysof vehiclestatus,position,andvelocity,weatherdisplays,etc.A detaileddiscussionof these
functionscanbefoundin [2].

ComputationalPerformanceRequirements

A quantitative analysis of each of the computer control functions was performed to determine the

computer performance required to do all of the Maglev functions. Estimates were made of such parameters
as the iteration rate, throughput, memory, sensor data, frequency of reading sensors and outputting
actuators, etc. for each function. These estimates were aggregated to help size the computer and
communication links. A detailed discussion of the performance requirements is outside the scope of this
paper due to space limitations but can be found in [2]. However, in summary, we can state that 10 to 15
MIPS throughput, 20 to 25 Mbytes of on-line memory, about 5 to 10 Mbits/sec of I/O bandwidth, and a
100 Hz iteration rate for the highest frequency control tasks would be sufficient to not only perform the
functions identified here but also allow for about 50% growth margin. These requirements are well within
the state-of-the-art of current microprocessors. If performance requirements were the only driver, the
design of the Maglev control computer system would be a fairly straightforward task. However, it is the
dependability dimension as well as validation of the system which makes the design a challenging task.
These requirements are discussed next.

IV. MAGLEV DEPENDABILITY REQUIREMENTS

Dependability is defined as the trustworthiness of a computer system such that reliance can justifiably
be placed on the service it delivers [5]. Reliability, availability, and safety are some of the attributes used to
quantify the dependability of a system.

The reliability requirement, stated as a probability of failure, for the system control software, and

presumably for the hardware upon which it executes, for commercial Maglev transportation, as specified in

the draft Maglev System Parameters [3], is 10-9. This requirement is based on the commercial transport
flight control requirements mandated by the US Federal Aviation Administration (FAA). Those
requirements pertain to a 10-hr commercial passenger flight.

It should be noted that for aircraft, the terms reliability and safety are used interchangeably as far as the
flight-critical controls are concerned. This is due to the fact that the failure of a flight-critical computer is
always assumed to result in a catastrophic aircraft failure if there is no backup system. In other words, for

flight control computers, there is no fail-safe state. Hence, the reliability of the system, i.e. the probability
that it will operate correctly over a given time interval, is equal to the safety of the system, which is the

probability that it will operate correctly or fail in a safe manner. This is not necessarily the case for Maglev.
If the control computer on-board the vehicle were to fail, it may not always lead to a catastrophic vehicle
failure. For example, the computer may fail-stop and the vehicle may coast to a stop on the guideway. Or,
the computer may cause the vehicle to exceed the speed limit which may be detected by a wayside computer
which, in turn, may not turn the power on to the next section of the guideway resulting in the safe stopping
of the vehicle. Thus, there are several alternatives available to bring a Maglev vehicle to a safe stop in the
absence of a functioning on-board computer which are not available to an aircraft in flight. For these
reasons, the safety and the reliability requirements for Maglev must be distinguished. In particular, the

reliability requirement stated above for a commercial transport aircraft becomes the safety requirement for
Maglev vehicles, which then may be specified as follows:
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"The maximum acceptable probability of failure of the (safety-critical) computers is 1010 per vehicle per

hour of operation."

This requirement applies to the total computer system, including the hardware and software of the
onboard vehicle, wayside and central control facility computers. The reliability requirement for Maglev
relates to the probability of successfully completing a trip and a reasonable value for not completing a trip

due to computer system malfunction is 10-6 per vehicle per hour.

The overall reliability and safety requirements for Maglev may be illustrated as follows. If 1 billion

trips, each of 1 hour duration, were undertaken by a fleet of Maglev vehicles, then all except 1000 trips
should be completed successfully. Of the 1000 trips in which the vehicles did not arrive at their destination
without incident, only 1 would result in a catastrophic accident. If we assume that Maglev trains have the
same number of scheduled departures per day as airplanes in the US, i.e. 14,000 per day, and that each trip

averages one hour, these 1 billion trips will take approximately 195 years. Over that period of ume, m a
system which met the stated reliability and safety requirement, there would only be five incomplete trips per
year and a total of one catastrophic accident attributable to the failure of the control computer system.

The availability of the Maglev transportation system is going to play a very important part in the

public's acceptance of this mode of transportation. For the domestic US commercial airlines, the
availability of the airliners approaches or exceeds 99 per cent. Less than 1 per cent of the flights are
delayed or cancelled due to mechanical, electrical, hydraulic or other aircraft system related failures. It is
obvious that the Maglev transportation system will have to match or exceed this level of dependability in

order to be accepted by the public. A reasonable availability requirement for Maglev may be specified as

follows:

"The maximum acceptable probability of not being dispatch ready for a trip for each Maglev vehicle

will be 10-2. ''

This requirement applies to all the subsystems on-board each vehicle. The unavailability

apportionment for the control computer subsystem is assumed to be one tenth of this, or 10 -5 per vehicle

per trip. That is, only one tenth of the unavailable vehicles will be stuck due to on-board control computer

system failures.

V. MAGLEV CONTROL SYSTEM ARCHITECTURE

Section III presented the principal functions to be performed by the Maglev computer control system:

control, protection, and supervision. These functions can now be mapped to specific computation sites
within the overall control computer architecture.

The overall Maglev control architecture is distributed and hierarchical. Its principal subsystems are an
onboard vehicle computer system for each vehicle, a wayside zone computer system for each zone, and a
central facility computer system as shown in Figure 2. Two basic architectures, which represent extremes

of a continuum, are presented here.

In the Zone Control Architecture (ZCA), the primary responsibility for vehicle control rests with the

wayside zone control computers, with the onboard system providing backup and consistency checking.
Vehicle protection is distributed among the three subsystems. In the Smart Vehicle Architecture (SVA), the
onboard computer has the primary responsibility for vehicle control, with the wayside zone computers

providing backup and consistency checking. The functions relating to vehicle protection are again
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distributed among the three subsystems. The function-subsystem mapping for these architectures is
shown in Table 2. In this table, P signifies the primary assignment, B signifies the backup assignment
used for verification and consistency checking, and I represents local access to information in a database.

In both architectures, the vehicle protection subsystem operates independently from the vehicle control
functions, and therefore provides a fail-safe mode of operation. In cases where the speed or position of a
vehicle exceeds safety thresholds, these protection functions can override the actions of the control functions

and assume control of the vehicle. The supervision function is performed by the central facility computer
system, which also includes major computing subsystems located in stations. However, the supervisory
data such as the travel or route profile for a given vehicle which is needed by the primary control computer
to adequately perform its function is transferred to that computer on at least a daily basis and may be
updated more frequently. This form of operation views all normal train travel as planned in advance and all
passengers riding in reserved seats. However, either architecture could be adapted to a demand driven
schedule which requires more real-time planning capability.

In general, those functions which can best be performed in one site over another are assigned to those
sites. For example, the control of levitation, guidance, secondary suspension, and onboard systems like
air conditioning and lighting all require the control of onboard actuators. Furthermore, the sensors needed
to obtain feedback information for these systems are also onboard. Hence, the control of these functions

should be performed by an onboard computer. Other criteria used to assign functions to particular
computational sites include minimization of communication and data latency, minimization of adverse
effects of failures of communication links and processors, and ability to validate the architecture. Functions
which can be performed by an onboard computer with a minimum of communication overhead is that of

emergency stopping, emergency speed control, and emergency position control. The emergency which
these functions are intended to address is the failure of the guideway propulsion and primary braking
capability. The power for these emergency operations comes from batteries carried onboard for that

purpose. The vehicle must be able to reduce its speed, continue onto a safe stopping area and stop there so
that passengers can disembark safely from the vehicle and the elevated guideway.

onbomrd computer

Wayelde
Zone I Molor

Controller

b,- Fiber optic cable

-- I

ii_iiE%!ii!i::ii_iii.....................i::_i::i#i!::
Central I Slalion Control Faclnly

Figure 2. Maglev control computer architecture.
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Table 2. Function Assignment for the Zone Control Architecture and the Smart Vehicle Architecture

CONTROL

Vehicle Location

Velocity Control

Levitation Control

Lateral Position Control

Propulsion Control

Secondary Suspension Control

Route Control

Vehicle Systems Monitoring

Vehicle Systems Control

Environmental Monitoring

PROTECTION

Safe Vehicle Separation

Vehicle Position

Route Intel_rity

Emergency Stopping

Emer/_ency Speed Control

Emergency Position Control

Emergency Response

Failure Management

SUPERVISION

Route Planning

Route Scheduling

Dispatching

Maintenance Schedulin_

Operator Interface

Status Displays

Passen _er S uoervision

ZONE CONTROL ARCHITECTURE SMART VEHICLE ARCHITECTURE
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The rationale behind the ZCA is that, unlike conventional transportation systems in which the

mechanism for vehicle propulsion is resident onboard, the Maglev system is powered from the guideway.

The propulsion control must be co-located with the power converters, i.e. within the same zone control

computers, since the required iteration rate is so high as to preclude any communication latency. Since the

wayside zone controllers must communicate with each other to coordinate the speed of the vehicle as it

passes from one zone to the next, they can also perform the function of safe vehicle separation and vehicle

position which are related to vehicle speed. The communication between wayside systems can be carried
out through very reliable media such as redundant fiber optic links. By locating sensors in the guideway,
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the vehicle location and route integrity functions can also be performed by the wayside using sensors
embedded in or alongside the guideway for these purposes. Route control, or the direction of the vehicle

through a switch, can also be performed from a wayside computer, especially if the switching mechanism
is that of a moveable section of guideway. The ZCA most closely resembles conventional railway control
systems without the attendant communication overhead that characterizes systems controlling onboard
propulsion from the wayside [4].

The rationale behind the SVA is that an autonomous vehicle can most easily direct its own motion since
it is in a position to obtain information about its own state and the state of its surroundings. It must be able
to perform these functions for emergency purposes anyway. Hence, it may as well perform them for
normal operations. It can easily communicate speed commands to wayside propulsion control systems
using radio communication. Information about its speed, position, and acceleration are also easily obtained
from a combination of a Global Positioning Satellite System and low cost Inertial Navigation Systems such
as those based on micro-mechanical instruments, the technology for which will be available by the time the
U.S. Maglev Transportation System reaches the prototype development stage. With information about its
position and speed, it can perform the functions of safe vehicle separation and vehicle position control by
communicating with vehicles both ahead of it and behind it on the guideway. By using onboard sensors, it
can also perform route integrity checks both for alignment and obstacle detection. Furthermore, it can
easily direct its movement through switches, i.e. perform route control operations, especially if the

switches in use do not involve moveable sections of guideway but rather some vehicle-borne steering
mechanism. The SVA most closely resembles the most advanced control systems being installed on
conventional and high speed rail systems [4].

In order to determine the relative strengths and weaknesses of each architecture, a quantitative analysis
must be performed. The dependability analysis of the onboard control computer for the SVA architecture is
presented in the next section. The remaining analyses, namely the dependability analysis of the other
components in the SVA and the ZCA and the performance analyses of both architectures, are planned for
the next phase of this study. Additionally, life cycle cost also should be used as an evaluation criterion.

Components contributing to life cycle cost include not only the initial acquisition cost of hardware and
software but also the cost of validating and certifying the hardware and software for safety and the cost of
maintaining the system over its life time.

VI. PRELIMINARY DESIGN SPECIFICATION OF THE SVA ONBOARD CONTROL
COMPUTER

For the US Maglev Transportation System Onboard Control Computer (OCC), a baseline system
using a Fault Tolerant Parallel Processor (FTPP) has been selected. The architecture of the Fault Tolerant

Parallel Processor (FTPP) developed by Draper Laboratory was conceived to serve applications with
requirements for ultra-high dependability and real-time performance. The FTPP architecture is described in

references [6] and [7]. It is composed of many Processing Elements (PEs) and a few specially designed
hardware components referred to as Network Elements (NEs). The multiple Processing Elements provide
a parallel processing environment as well as components for hardware redundancy. The group of Network
Elements acts as the intercomputer communications network and the redundancy management hardware.
The FTPP architecture has been designed to accommodate up to 5 NEs and 40 PEs in a single cluster. PEs
can be configured in triply or quadruply redundant virtual groups or virtual processors. Since a single
state-of-the-art microprocessor provides adequate throughput for the present application, the FTPP is not
used as a parallel processor here.

For the baseline OCC an FTPP with one triplex Virtual Processor (VP) and one simplex spare has
been selected. The selection of this minimal system is based on the minimum redundancy level needed to

mask hardware faults in real-time without suspending time-critical application tasks. If the baseline system
falls short of the Maglev RMAS requirements presented in Section IV, additional processing elements
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(PEs)and/or Network Elements (NEs) will be added as necessary. For the purpose of the present analysis,

the processing elements will be Motorola 68040s which are directly compatible with the VMEbus-based
network elements. This baseline system will be modeled for safety, reliability and availability in Section

VII.

A brief review of the definitions of safety, reliability, availability, and related terms for the onboard

computer is presented in Appendix I since they are particularly important to the following discussion and

analysis.

OCC Functionality and Dependability Requirements

The functions performed by the onboard control computer were listed in Table 2. Although velocity
and position of the vehicle are directly controlled by the wayside zone control computers (ZCCs), the
vehicle itself monitors its precise position and velocity and determines its own speed profile based on

existing conditions onboard, in its present zone, and in the system as a whole. The requested velocity is
sent as a command via a radio communication link to the wayside zone control computer for the zone in

which it is traveling. The iteration rates, throughput, memory, and I/O bandwidth requirements of the OCC
ensemble of functions are well within the capabilities of the 68040-based processor board such as the

MVME-167 with adequate margins allowed to perform operations for fault tolerance and redundancy

management.

Since most of the functions performed by the onboard computer are safety-critical, the inability to

perform these functions reliably constitutes an unsafe condition and requires that the vehicle be brought to a
stop. However, the vehicle has no onboard mechanism which it can apply directly to stop itself in an
emergency. Thus, it must communicate the command to stop to the wayside zone control computer (or the
central control computer if the ZCC has failed), which can control the braking mechanism that can bring the
vehicle to a stop. Every unsafe condition must be detected and cause a stop command to be issued.
However, due to the redundant nature of the system, every fault does not create an unsafe condition. For

example, as long as at least two channels of the OCC are operating correctly, safe operation of the onboard
control computer is assured. Thus, if one of the three channels of a triplex OCC were to fail, the remaining
two channels can continue to operate the vehicle safely.

A failure mode which poses a special problem for reliability (as distinct from safety) is the potential

ability of a failed channel to generate an unnecessary stop command, a so-called false alarm. If safety were
the only consideration, false alarms would not present a problem. However, false alarms drive down the
reliability of the system by increasing the number of unsuccessful missions. In addition, false alarms also
reduce the availability of the system as a whole. A disabled vehicle on the guideway renders the guideway
unavailable to other traffic until it is removed. Such an event reduces the availability of the guideway.

What is needed is the guaranteed ability to stop safely when continued operation would be unsafe, as
well as the ability to prevent false alarms from triggering unnecessary stops. The design discussed below

operates in just that way.

OCC Architecture

Figure 3 shows a block representation of the FI'PP-based onboard control computer. Three
processing elements, designated TA, TB and TC in the figure, form the fault tolerant virtual processor (VP)
which conducts the onboard control functions. The fourth PE, designated St, acts as a spare. For

simplicity, the four Network Elements (NEs) are not shown in the figure. Each Processing Element (PE) is
connected to an I/O bus through a specialized interface called the monitor interlock. The redundant I/O
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busses are identical. The sensors and actuators needed to perform all of the onboard control functions are

attached to these busses, including the radio transmitter used to send velocity/stop commands to the
wayside zone controller. Only one channel actually transmits a message to the zone controller. The VP
decides which channel this will be.

The purpose of the monitor interlock is to prevent a channel or transmitter which has failed in an active
manner from flooding the system with false messages, i.e. the monitor interlock transforms active faults
into passive ones. It operates by turning off the power to the failed channel or to its I/O bus.

TA "IB TC

I ! I I

I I I I

Various
I/0

Devices

$1

C]---

---0
----0

Triplex FTPP
with Spare

Wayside Zone

Computer

I Monitor Interlock

Redundant, Parallel
I/0 Busses

Figure 3. Block diagram of Fl'PP-based OCC architecture.

Spare PEs or NEs can be used in the OCC to increase availability. Activating a spare is a form of
automated repair called reconfiguration. Although the time required to effect this type of automatic
maintenance is only on the order of one second, it is still a relatively long period of time to suspend the vehicle
control application which typically must execute every 10 milliseconds. Hence, for this analysis, it is
assumed that reconfigurations of this type only occur when a vehicle is stopped at either a station or on the
guideway following an emergency stop. If modelling shows the reliability of the triplex system is
inadequate, the baseline system will be upgraded to a quadruplex FTPP (4 PEs) with 5 NEs and one sparePE.

OCC-Zone Controller Communication Protocol

The communication protocol followed by the onboard and wayside zone computers is designed to
prevent false alarms while guaranteeing that every real alarm condition in the OCC results in the

transmission of a stop command. It operates as follows. Periodically, the vehicle transmits a well-formed
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message (WFM) to the wayside zone controller. The specification of a well-formed message is presented
below. The maximum allowable time period between a vehicle's transmission of two consecutive well-
formed messages is denoted "rl in Figure 4. If the zone controller receives a well-formed message from the
vehicle, it replies with an acknowledgement within a bounded period of time. The maximum allowable
time between a zone controller's reception of a WFM and the OCC's reception of the acknowledgement is

denoted by x0 in the figure. Since the time between the transmission of a message by the OCC and its
reception by the ZCC is very small relative to the values of xl and x0, these events can be considered as

occurring simultaneously.

These time-out periods are important because the absence of either an expected message or an
acknowledgement by either side within the time-out period results in a corrective action. When the
corrective actions do not produce the required response, a potentially unsafe condition exists and results in

an emergency stop. Thus, if the ZCC does not receive a WFM within a small multiple of Xl, it assumes
that the OCC is in an unsafe condition and so performs an emergency stop. Similarly, if the OCC does not
receive an acknowledgement from the ZCC within x0 after transmitting a WFM, it assumes that the

outgoing message has been corrupted and performs some recuperative action' such as switching to another
transmitter and retransmitting the message.

The format of a well-formed message transmitted from an OCC to a ZCC is shown in Figure 5. The

message consists of a data field and an authentication field. The data field carries the velocity command and
other information which the zone controller uses to propel the vehicle at the indicated speed as well as some

information specific to the fail-safe communication protocol. The authentication field consists of N 64-bit
subfields whose value is uniquely determined as a function of the current message and the channel of the
FTPP which generated the value. Each subfield is called the signature of its channel. Each channel of the
FTPP is able to generate a unique, unforgeable signature for use by the wayside zone controller in
authenticating a message, and, for a given message, no channel can generate the signature of another
channel. Prior to transmitting the WFM to the ZCC, each non-faulty channel of the OCC signs the

outgoing message and delivers it to the designated transmitter over the OCC's interchannel communication
links. Since N is the redundancy level of the onboard VP, 3 -<N _<5. Thus for the baseline system N = 3.

Details regarding the subfields in a WFM and their use in the protocol can be found in [2].

OCC-Zone Controller Communication Protocol Operation

One further aspect of the protocol involves the number of onboard radio transmitters and receivers
which participate in message passing. While each I/O bus contains a radio transmitter, at any given time
only one onboard transmitter is used to send a message. Hence, the wayside zone controller only needs to
process a single message. To provide the designated transmitter channel with the capability to append the
appropriate authentication fields to the message to be transmitted to the ZCC, each channel independently
calculates its signature and provides it to the designated transmitter over the OCC's inter-channel
communication links. However, the radio receivers in all onboard channels listen for the
acknowledgement. If an acknowledgement is not received by a majority of the channels' receivers within a

specified timeout period after transmission of a WFM, the message is retransmitted from another
transmitter. Other fail-safe mechanisms are in place to deal with failures of the ZCC. These include the

ability of neighboring ZCCs to act as backups for each other as well as the ability of the central control
computer to bring any vehicle to a stop anywhere along the guideway. The details of these mechanisms are
beyond the scope of this analysis but must be specified before the fail-safe design of the system can be
considered complete. Similarly, if the zone controller does not receive a WFM from the onboard system

within a specified timeout period (such as some multiple of Xl seconds), it initiates an emergency stop

procedure.
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Figure 5. Format of a well-formed message for the fail-safe communication protocol.

To see how this works consider the following scenarios. Suppose that the onboard computer
considers that channels A, B and C are working, and that the transmitter connected to channel C is
designated to transmit radio messages to the ZCC. Thus, the message contains an authentication mode of
ABC. Now suppose that C fails and transmits a stop command. The wayside zone controller would detect
this as a false alarm since at most one authentication field (C's) would be valid. (Recall that C cannot forge
the signatures of other channels.) This message will not be acknowledged by the ZCC within the timeout
x0, causing the onboard computer to retransmit a message from another channel, channel B for example,
which is not failed and which therefore does not contain a false emergency stop command. Note that this
message contains valid digital signatures from channels A and B, thus meeting the requirements for a WFM
emanating from a triplex OCC. Thus, the failure of one channel does not trigger an emergency stop. As
long as two channels continue to operate, messages are authenticated with the valid signatures of the two
working channels.

Furthermore, the OCC's local fault diagnosis function can now update the authentication mode in the
first WFM which is sent after the failure is detected to indicate that the OCC is now operating in a duplex
mode. Thus the authentication mode field now contains the value AB. Next suppose that channel B, the
designated transmitter in this scenario, fails. Either B attempts to transmit messages that are not well-
formed or ceases transmission altogether. In either event the ZCC will shut down the vehicle after

expiration of the timeout. Alternatively, A can detect B's failure and send an emergency stop message.

191



Since this message has only one authentic signature, that of channel A, the vehicle is brought to a stop by
the ZCC as required by the communication protocol. If, for some reason, A's message does not get
through, the ZCC will not get a WFM, the timeout period will expire, and the vehicle will also be brought
to a safe stop. Finally, if B fails such that it sends a "false-alarm" emergency stop message which has
only one valid authentication signature and hence is not a WFM, the vehicle is again safely brought to a
stop by the ZCC. Stopping at this point is a correct action since, by definition, B has failed leaving only a

working simplex, namely channel A, in the system.

VII. SVA ONBOARD CONTROL COMPUTER DEPENDABILITY ANALYSIS

The primary objective of the dependability analysis is to produce a first order estimate of the safety,
reliability, and availability of the baseline SVA Onboard Control Computer. Additionally, it is desirable to
specify a system which is cost-effective by not allocating more redundancy than needed to meet the RMAS
requirements, i.e. to determine the Minimum Dispatch Complement (MDC) and to determine the spare
components needed to meet the availability requirement with a reasonable maintenance schedule.

The mission state diagram for the Maglev vehicle, shown in Figure 1, was used to construct a detailed
Markov model for reliability and safety. Of special interest are the fail-safe and fail-unsafe states. There

are only two events which can drive the system to a fail-unsafe state: coincident hardware faults and
common mode failures. The probability of the former is addressed below. The probability of the latter
cannot be stated with certainty; however, it can be reduced by various avoidance, removal and tolerances

techniques. A system failure which results in a fail-safe state does not necessarily require push-recovery to
rescue the vehicle. If the failure occurs as a result of a transient fault, which is by far the dominant failure

mode, the system may be restarted and the mission completed, albeit not on schedule. It has been noted
that the public can accept outage times of short duration (a few minutes), but outages longer than an hour
have a very negative impact. Hence this ability to recover from transient faults is very important to public

acceptance of Maglev.

The details of the Markov models, the underlying assumptions about component failure rates, fault

detection and recovery rates, etc. as well as the dependability evaluations of all the configurations analyzed

are beyond the scope of this paper. These details can be found in reference [2]. Only a summary of the
results of the dependability modeling effort is presented here.

Reliability and Safety

The reliability and safety of the baseline triplex OCC as well as a quadruplex version, for a single
mission, were evaluated with and without transient fault recovery. The advantage of not recovering from
transient faults is that exposure to coincident faults during the transient recovery period is avoided. The

disadvantage is that unreliability due to exhaustion of redundancy is not minimized. In the second policy,
the OCC attempts recovery from transient faults, which reduces the unreliability due to exhaustion of
redundancy but increases the exposure to coincident faults during the recovery period.

Two kinds of safe shutdowns are possible under a no-transient-recovery redundancy management

policy: "soft" shutdown and "hard" shutdown. If a fault is transient, the vehicle is stopped, the OCC re-
initializes itself and resumes operation as a fault tolerant controller, and the vehicle is restarted. This is a
soft shutdown. Thus this state does not contribute to vehicle unreliability, although it will contribute to a
late arrival at the destination station. In the hard shutdown states, the OCC has shut down due to

permanent faults and cannot re-initialize itself and resume operation as a fault tolerant controller, so this
state does contribute to vehicle unreliability. External activity such as a tow or physical replacement of an

OCC component is required before the vehicle can be cleared from the guideway. Finally, in the "unsafe

failure" category, the OCC is unable to safely control or shut down the vehicle.
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The Markov models were evaluated for mission times ranging from 1 to 5 hours using the values for
the failure and reconfiguration rates shown in Table 3. The results, for a mission time of 2.5 hours, are
presented in Table 4.

Table 3. Failure and Reconfiguration Rates

Rate

Permanent, Failure Rate, _,p

Transient Failure Rate, _,t

Reconfiguration Rate From Permanent Faults, I.tI

Reconfiguration Rate From Transient Faults, I.tt

Value

1 x 10 -4 per hour (10,000 hours MTBF)

1 x 10 -3 per hour (1,000 hours MTBF)

5.5 x 106 per hour (20 msec)

2.8 x 104 per hour (1 sec)

Table 4. Reliability and Safety of Triplex & Quadruplex OCC

Configuration

No Transient Recover),

Triplex

Quadruplex

With Transient Recover/,

Probability of Soft
Shutdown

Probability of Hard
Shutdown

Probability of
Unsafe Failure

1.2 x 10 -5 2.5 x 10-6 2.6 x 10 -12

4.2 x 10-8

Triplex 0
i

Quadruplex 0

9.9 x 10 -10 5.3 x 10 -12

1.3 x 10 -6 4.7 x 10 -10

3.5 x 10 -10 9.4 x 10 -10

When the triplex OCC is operated without transient fault recovery, the dominant failure mode is soft
shutdown. Since soft shutdowns are caused by transient fault accumulation, the OCC can re-initialize from

the transient faults after shutting down the vehicle, and subsequently restart and safely control the vehicle.
Hard shutdowns are less likely than soft shutdowns, and are caused by permanent fault accumulation.
Finally, the probability of unsafe failure is much less likely than either of the two safe shutdown modes. In

this case, unsafe failure is primarily caused by a second fault occurring while the OCC is in the process of
diagnosing and reconfiguring from a previous fault.

When the triplex OCC is operated with transient fault recovery, the soft shutdown failure mode is
nonexistent. The probability of unsafe failure is higher by several orders of magnitude due to increased
exposure to a second coincident fault during the transient recovery period.

The probability of unsafe shutdown for a quadruplex OCC is slightly higher than that of the triplex
OCC because the quad's added hardware increases the overall failure rate and, consequently, the
probability of coincident faults. However, the probability of both hard and soft shutdowns is significantly
reduced due to the increased redundancy of the quadruplex.

As the above analysis shows, both the triplex and quadruplex OCC configurations exceed the safety

requirement of 10 -9 per hour. However, because the transient-recovery redundancy management options

for both configurations result in unsafe failure probabilities which are uncomfortably close to the OCC's
safety requirement, the no-transient-recovery option is preferable for safety reasons.
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ThetriplexOCCwithouttransientrecoverymarginallymeetstheOCC'sreliability specification(i.e.,
probabilityof hardor soft shutdown)of 10-6perhour,while theadditionalredundancyof aquadruplex
OCCenablesit to exceedthisrequirementwith awidemargin. Becausethetriplex OCConly marginally
meetsthereliability requirement,thisanalysisleadsto theselectionof aquadruplexOCCoperatedwithout
transientfault recoveryasthebaselineOCCconfiguration.

Availability

TheOCCavailabilitydependson thenumberof FaultContainmentRegions(FCRs)in theOCC,the
MDC, andthescheduledmaintenanceinterval. ThepreviousanalysisindicatesthattheMDC mustconsist
of four FCRsin orderto meetthereliability andsafetyrequirements. Availability of two OCC
configurationswasmodeled:onewith only theMDC, i.e., 4 FCRs,andanotherwith a spareFCR,i.e., a
totalof 5FCRs.Thescheduledmaintenanceintervalisafreevariablewhichcanbedeterminedbasedonthe
OCC'smaximumallowableunavailability.Theavailabilitymodelingresultsarepresentedin Table5for a
maintenanceintervalof 200hours(approximately8days).

Table5. AvailabilityAnalysisof OCC

Configuration MDC
5 FCRs 4
4 FCRs 4

Unavailabilirr atter2UOhours
3.7x 10-3
7.5x 10-2

Theavailabilityanalysisindicatesthat1spareFCRyieldsanunavailabilityafter200wall-clockhours
of 3.7x 10"3,whichslightlyexceedstheOCCmaximumunavailabilityrequirementof 10-3.

Furtherdetailedanalysisis necessarytoperformsometradeoffs.Forexample,themaintenanceinterval
canbedecreasedwhilemaintaininganominalconfigurationof 5 FCRs.Thelife-cyclecostsof more
frequentperiodicmaintenancemustbecomparedto thesavingsaccrueddueto lowerFCRhardware
procurementcosts.Or anadditionalFCRcanbeaddedto increasethenominalconfigurationto sixFCRs.
This wouldallow themaintenanceintervalto bestretchedto400hours.Theacquisitioncostof the
additionalFCRhardwaremustbecomparedto thesavingsaccruedbydeferringperiodicmaintenanceina
life cyclecostanalysisto determinethecost-effectivenessof thisstrategy.Also, thefailurerateof theOCC
componentscanbedecreasedin anumberof ways,suchasreducingtheircomplexity(whilestill meeting
therequiredOCCfunctionality),exploitingadvancedpackaging(whichmayincreasetheOCC'scost),
utilizing higher-qualitycomponents(whichmayalsoincreasetheOCC'scost),or housingthecomponents
in amorebenignenvironmentin orderto reducetheirfailurerates.

IX. SUMMARY AND CONCLUSIONS

Magnetically levitated vehicles operating on dedicated guideways at speeds of up to 500 KM/HR are
now being designed in the US, Europe and Japan. The operation and control of these vehicles will be
totally automated. This paper has defined the functions that must be performed by the automated control

computer system. Safety, reliability, and availability requirements for the control computer system were
also defined. A distributed hierarchical architecture consisting of vehicle on-board computers, wayside zone

computers, and a central computer facility was defined to meet the functional and dependability
requirements of Maglev. Two variations of the basic architecture, the Zone Control Architecture and the
Smart Vehicle Architecture, and their qualitative attributes were also discussed. An architecture for the

control computer onboard the Maglev vehicle (OCC) for the SVA was presented along with a
communication protocol which provides a fail-safe mode of operation without reducing mission reliability
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oroverall system availability. Detailed Markov reliability and availability models of the OCC in the SVA
were constructed and used to analyze the safety, reliability, and availability of the OCC. Based on this
analysis, a baseline configuration of the OCC was selected which meets its dependability and performance
reqmrements in a cost effective and maintainable manner.

Future work includes modeling of other major components of the SVA such as the Zone Control
Computers, the Central Computer, communication links and a similar detailed analysis of the ZCA,
followed by a comparative life cycle cost analysis of the two alternative architectures.
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APPENDIX I: DEFINITIONS

Mission: A mission is defined as a trip from one station to another, including departures and arrivals at
stations.

_: A mission completes safely when one of two conditions is met: either (1) the mission completes
successfully, i.e. the vehicle arrives at its destination without incident, or (2) the mission is not completed
successfully but no one onboard is injured, i.e. when the vehicle stops safely at some intermediate point
along the guideway.

Fail-Safe: The ability to bring the vehicle to a safe stop under all possible failure conditions is denoted as
the fail-safe feature of the system.

Reliability: The probability that a trip completes successfully is defined as the reliability of the system. The
reliability requirement is not as stringent as the safety requirement because of the existence of the fail-safe
mode of operation.

Availability: The availability of the system is defined as the probability that a given vehicle is ready to
depart for a mission on time, i.e., it has the minimum dispatch complement (MDC) operational.
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SUMMARY

/

Maglev vehicles normally employ one of the two types of Maglev suspension systems:

Electrodynamic Suspension (EDS) and Electromagnetic Suspension (EMS). The EDS system provides

suspension by a repulsive force between the magnets on the vehicle and the reaction magnets (or

condt, ctive metal sheets) on the guideway. On the other hand, the EMS system is based on an attractive

force between electromagnets on the vehicle and iron rails on the track. Grumman has adopted the

EMS for its Maglev. The Grumman Maglev system consists of superconducting C-iron cored magnets

on the vehicle. They are attracted to iron rails mounted on the underside of the guideway. The magnets

and rails are oriented in an inverted 'V' configuration in such a manner that the attractive force vectors

between the magnets and the rails act through the center of gravity of the vehicle. These magnets

simultaneously perform functions of vehicle levitation and propulsion. They are powered by NbTi

superconducting coils operating at 4.2K. An electromagnet consists of a C-core, a superconducting (SC)

coil on the back leg of the C-core and a normal control coil on each leg of the C-core. The SC coil

provides the nominal lifting capability and the normal coils handle rapid variations in load with respect

to the nominal value. The EMS system provides levitation at all speeds but the EDS only starts to

levitate the vehicle at speeds above - 60 m.p.h. Below this speed, the vehicle must be supported by

wheels. In an EDS system, SC magnets are shielded from the harmonics of propulsion winding by an

aluminum shield. The thickness of this shield is inversely proportional to the square-root of the frequency.

At very low speeds, the frequency of harmonic fields generated by the traction winding is low and it is,

therefore, difficult to attenuate them. These low frequency harmonic fields generate losses in the SC

coils and often force them to go normal. However, in the EMS system, the whole flux mostly remains

confined inside the iron-core at all speeds and therefore does not have the inherent shielding problem of

the EDS system. Because of the iron in the EMS system, stray field in the passenger compartments is

also well below the acceptable levels whereas in the EDS systems this field is usually too high in the

passenger compartment and it must be reduced down to acceptable levels by introduction of shielding

materials at additional cost/weight penalty. The EMS can use conventional rebar in the guideway but
the EDS system must use non-magnetic non-conductive rebar.

The Grumman baseline magnet configuration was selected on the basis of extensive 2-D and 3-D

magnetic analyses to meet the levitation and propulsion requirements. The selected magnetic system

design employs 48 magnets, 24 on each side of a 100 passenger vehicle. The polepitch is 750 mm and

the gap between the magnet poles and the rail is 40 mm. The NbTi SC coil has a modest ampere-turns

* This work was supported by the U.S. Army Corps of Engineers under a contract DTFR53-92-C-000 04
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(50,000 AT) requirement, experiences a peak field of -0.35 T and operates at 4.5 K. High temperature

SC leads are specified for minimizing the helium boiloff. Because of the iron core the SC winding

experiences little magnetic loads. The magnet is cooled with pool boiling liquid helium which is

contained within the helium vessel of the coil. No helium refrigeration equipment is carried on-board

the vehicle. Instead the boiled-off helium gas is compressed into a nitrogen cooled storage tank.

Sufficient quantity of liquid helium is carried on-board for an uninterrupted 24 hour operation. At the

end of a day, the gaseous helium is discharged at a central location for reliquefication and the liquid

helium supply in the magnets is replenished.

INTRODUCTION

The important aspect of the Grumman Electromagnetic Suspension (EMS) system design [1] is the

ability to levitate the vehicle, with a wide airgap 40 mm (1.6 inch), using iron cored SC magnets

located along both sides of the vehicle's length. The magnetic field in the gap is also utilized to propel

the vehicle at speeds up to 134 m/s using 3-phase propulsion coils embedded in the iron rail slots. The

ability to accomplish this levitation and propulsion under a wide range of maneuvers, guideway

irregularities and aero disturbances without saturating the iron is a complex task requiring extensive

magnetic and control system analysis.

Figure 1 shows the baseline EMS magnet system consisting of an iron-cored magnet and a guideway

iron rail. The laminated, iron-cored magnets and iron rails are oriented in an inverted "V" configuration

(see [1] for details) with the attractive force between the magnets and rails acting through the vehicle's

center of gravity (cg).

LAMINATED IRON RAIL

SLOTS FOR
PROPULSION COILS

CONTROL COIL

LAMINATED IRON CORE
SUPERCONDUCTING

COIL

Figure 1. EMS Levitation and Propulsion Systems
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The vertical control forces are generated by sensing the average gap clearance on the left and right

side of the vehicle and adjusting the current in the control coils mounted on the magnet poles to

maintain a constant 40 mm (1.6") gap. Lateral control is achieved by differential measurement of the

gap clearance between the left and right sides of the vehicle. The corresponding magnet control currents

are differentially driven for lateral control. In this manner, control of the vehicle relative to the rail is

achieved in the vertical, lateral, pitch, and yaw directions. For roll control, the C-magnet assemblies

are alternately off-set with respect to the rail width by 20 mm. With this arrangement, if the vehicle

deviates from the nominal operating position, the lateral forces generated between the poles and the

rails are such that they drive the system back to the equilibrium state. This process is further helped by

sensing the vehicle's roll position relative to the rail and differentially driving the offset control coils to

correct for roll errors. The iron rail on the guideway is laminated and carries 3-phase propulsion

winding powered by a variable frequency ac source synchronized to the vehicle speed. Vehicle

housekeeping power is inductively induced into coils mounted on the pole faces of each magnet.

REQUIREMENTS

The total weight of a 100 passenger fully-loaded vehicle is - 60,000 Kg. The force generated by the

magnet system must be 90% larger to provide lateral guidance in the inverted "V" configuration. The

total baseline levitation and guidance force to be provided by the magnet system is 115,000 Kg. A load

variation of +/- 45,000 Kg is required about the baseline value for rapid gap control. These and other

baseline requirements are summarized in Table I. The vehicle has 18 m length available for

accommodating the SC magnets and an airgap of 40 mm must be maintained between the levitation

magnet pole faces and the rail. By reacting with 3-phase AC windings housed in the rails, these

levitation magnets also generate a propulsion force of 6,000 Kg for nominal operation and 10,000 Kg

for extended operation. The extended operation includes the requirements for accelerating on uphill
grades, against head-wind, etc.

Table I. Maglev Vehicle Requirements

PARAMETER

Baseline levitation per vehicle

Load variation

Vehicle magnetic length

Airgap between poles and rail

Propulsion force - nominal

- extended

Maximum vehicle speed

UNIT

Kg

Kg

m

mm

Kg

Kg

m/s

VALUE

115,000

45,000

18

40

6,000

101000

134

The levitation magnets must also generate sufficient lateral force to counter roll moments.

Furthermore, the SC magnets must be designed for reliable operation and for easy maintenance.
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BASELINE DESCRIPTION

Pole Configuration

The baseline C-magnet and rail configuration is shown in Fig. 2. The key parameters of the baseline

magnet system are summarized in Table II. Each C-magnet assembly consists of a C-shaped iron core,

a SC magnet located around the back leg of the iron core, and normal control coils around each pole of

the iron core.

_t_ F-
2_' E:::::3 _ 25!_ 50

25._.. 40T,,._'---"__ 25 :_ lOOj

"1r'25

Figure 2. Baseline Pole and Rail Geometry

Table II. Baseline Levitation Magnet and Rail Parameters

PARAMETER

Lift capability per pole

Variation in lift capability

Pole pitch

Number of poles

Airgap length

Peak of sinusoidal field component in

airgap

Operating frequency at rated speed

Nominal lift-to-weight ratio

Rail width

Rail thickness

Number of slots/pole in the rail

UNIT

Kg

Kg

mm

VALUE

2,400
940

75O

48

mm 40

T O.9

Hz 89

mm

mm

6.4

200

200

9
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As shownin Fig. 2, the C-magnetassembliesarearrangedsuchthat thepolarity of thepolesof
adjacentC-magnetsis identical.Thusa pole(N or S) is formedby two legsof adjacentC-magnet
assemblies•This arrangementof polesis thesameasthat accomplishedwith a continuousrow of
magnetpoleson a singlemagnetcore assembly. The baseline pole pitch is 750 mm.

Each pole face also has five slots (as shown in Fig. 3) for accommodating coils for inductive power
generation on-board the vehicle for operating equipment and housekeeping services. These coils

generate power at zero and low speeds by high frequency transformer action, and from airgap flux

pulsations at high speeds. This power generation concept is described in [2]. The poles are skewed

(Fig. 3) to minimize the effect of traction winding space harmonics on the traction force•

20 cm _

7.87 in

, _!

...-..t b--I

..,1..4 _. 1

/-4
CONTROL
COIL

72.1 cm
28.39 in

SUPERCONDUCTING
COIL

/

i-
_41

mm

POWER GENERATOR
COIL

_:_ 6° (TYP)

---w w--i | I
----ww-.i[

\
-_5mm

Omm

POWER GENERATOR
COIL CROSS-SECTION

Figure 3. Skewed Magnet Poles with Power Generator Coils

Principle of Magnet System Operation

The SC magnet on a C-core operates in a quasi-steady state. During operation, any change in the size

of the airgap tends to change the flux in the gap and in the core. When this happens, the current in the

control coils is modulated to restore the flux in the airgap to its original value. This is accomplished
with the help of a gap control system shown in Fig. 4 and is discussed below.

For reasons of SC coil stability and heat loads, the SC coil is supplied from a constant current source

that has built-in capability to prevent current changes occurring faster than - 1 Hz. On the other hand,

the airgap is expected to change at frequencies up to 10 Hz. The normal control coils develop self

currents in response to these oscillations of gap length with an intent to restore the gap to its nominal
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value. If a steady change in the gap is noticed (due to increased or decreased load), then the current in

the SC coils is allowed to change so as to drive long-term currents in the normal coils to zero. It is

possible to achieve a certain degree of damping with the shorted coils. But in a practical system, it is

essential to dynamically control these coils to respond to gap variations resulting from passenger load

changes, maneuvering around curves or during grade changes of a given route. For this purpose, the

airgap is constantly monitored and current of appropriate polarity is supplied to each normal coil for

maintaining the nominal gap. This concept is described in more detail in [3].

IRON RAIL
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l CONSTANT CURRENT
POWER SUPPLY

OW PASS FILTER_
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r
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Figure 4. Magnet Control System

Effect of Normal Control Coils on the Levitation Force

The normal control coils are provided to compensate for fast changes in the required levitation

capability. A set of calculations were performed to estimate the effect of control coil ampere-turns on
the levitation force as a function of airgap length. Because of very high field levels in the iron core, it

was decided to perform these calculations with 3-D codes (both TOSCA and ANSYS were used). Fig.

5 shows the combined lift and guidance force as a function of control coil current for constant gap

lengths. The same data is presented in Fig. 6 but as a function of gap length for constant values of

control coil currents. In both figures, the magnet is nearly a linear function of gap length and control

coil current around the nominal operating point of a 40 mm gap and zero control coil current. When the

core saturation increases, the relationship becomes non-linear. However, the important factor is to

generate a sufficient amount of levitating force variation to maintain controllability of the vehicle and

this objective has been achieved [4].
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Figure 6. Levitation vs Airgap Length for Constant Control Coil Current
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Roll Control

The EMS maglev concept proposed here is inherently stable against roll rotation. This is achieved by

off-setting C-magnet poles with respect to the rail. Two C-magnet assemblies are carried as a module.

Alternate magnet modules are shifted laterally with respect to the rail by about 20 mm. As a result of

this shift, a lateral force is generated between the poles and the rail. The total of forces on all poles

sums to zero during normal operation. During a transient condition, if all poles move to one side with

respect to the rail, the force decreases on poles that are getting aligned with the rail and the force

increases for poles that are getting more misaligned. The net force always tends to return the system to

the equilibrium state.

An estimate of the lateral restoring force was made with a 2-D finite element analysis. The lateral force

as a function of misalignment is shown in Fig. 7. The permanent misalignment between the poles and

rails is initially fixed at 20 mm. The restoring force for this misalignment is 890 N/pole; this is about

4 % of the nominal levitation force and is considered adequate for most operating scenarios.
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Figure 7: Lateral Restoring Force
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Stray Magnetic Field Level

3-D magnetic field calculations were performed to estimate stray field in the passenger compartment

and the surrounding areas. The flux density levels below the seat are less than 1 G, which is very

close to the ambient earth's field (0.5 G). On the platform, magnetic field levels do not exceed 5 G,

which is considered acceptable in hospitals using magnetic resonant imaging (MRI) equipment. These

results were obtained without any shielding. With a modest amount of shielding, these field levels

could be further reduced should future studies indicate a need for lower values.

ESTABLISHING POLEPITCH

The sizing of both the depth of the rail guideway magnetic core and the core depth of the vehicle

magnets is directly proportional to the polepitch. Thus the polepitch is the key factor in establishing
overall system weight and steel materials cost.

The C-magnet and rail configuration of Fig. 2 was utilized for performing a parametric study to select

an optimum polepitch that minimizes the overall cost of a Maglev system consisting of a double 300

mile track with 100 cars operating at any given time. The study was performed to satisfy requirements

of Table I. The results of the study are summarized in Fig.8. As can be seen, the cost of the system

continually increases with polepitch because a larger polepitch requires a deeper (thicker) rail to carry

the magnetic field. A certain level of airgap field is required for the levitation capability, but it is not

proportional to the polepitch because increasing the polepitch also improves the levitation efficiency of

the magnet (large poleface to airgap length ratio). The lowest polepitch of 750 mm was selected on the

basis of a volumetric constraint to accommodate the SC coil, its cryostat and the two normal control
coils.
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Figure 8. Maglev Levitation System Cost vs Polepitch
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ESTABLISHING NUMBER OF MAGNETS REQUIRED

The 3-phase traction winding in the rail requires that the field produced by the excitation poles on the

car (iron cored DC magnets) be sinusoidal in shape and its harmonic components be as small as possible

for minimizing their deleterious effect on the traction force and eddy-current losses. The suspension

magnets provide the key functions of levitation and propulsion simultaneously in the EMS system.
Because of this constraint, a minimum number of poles are required for a given airgap magnetic field

strength to accomplish the tasks of levitating and propelling the vehicle.

The analysis to determine the minimum number of poles follows. The levitation force generated by a

sinusoidal field is given as:

F 1 = 0.5 w r {Bm2/(2t.to)} Np (1)

where F1 =

B m =

W =

/,to =

Np=

levitation force (N)

peak of the sinusoidal field (T)

width of the rail (m)

polepitch (m)

permeability of air = 4 p 10 -7

number of pole on a vehicle

Similarly the total traction force (N) per pole is:

F t = 1.5B mI mqwnK dNp (2)

where Im = Peak of the sinusoidal current in traction

winding (A)

q = slots per pole per phase in the rail

n = Efficiency of traction motor - 99%

K d = Distribution for the traction winding

After eliminating B m between (1) and (2), the equation for the number of poles is:

Np = {Ft2/F1} {r/(Im 2 q2 9 _to w)}/(rt 2 Kd2) (3)

The baseline values for various variables are:

• F t =60kN • F 1 = 1,150kN

• _" = 0.75m • I m = 1,900A

• q = 3 • w = 0.2m

• _7 = 0.99 • K d = 0.96

With these values, the number of poles determined from Eq. (3) is 36. The baseline is fixed with 48

poles to provide redundancy.
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MAGNET DESIGN

Magnetic Analysis

Initially a majority of calculations were performed with 2-D code (EMP, a commercial version of

POISSON code) assuming a M43 iron core material. Fig. 9 shows field distribution calculated with the
2-D code in the airgap, pole and rail iron.

Table III. Comparison of Field Values Calculated with 2-D and 3-D Codes for the Baseline

LOCATION

(SEE FIG. 9)

2-D FIELD (T)

M43 IRON
3-D FIELD (T)

M43 IRON
3-D FIELD (T)

Permendur

1.52

A 1.21 2.45 2.47

B 0.89 1.73 1.2

C 0.8 0.87 0.88

D 1.33 1.45

=D

Figure 9: Baseline Magnetic Field Calculations with 2-D Code
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Fig. 10 shows field distribution calculated with a 3-D code (TOSCA). The field distribution calculated

by the two codes for the alrgap is similar, but the 3-D calculation summarized in Table III shows a

much higher degree of saturation of the pole-iron (in the vicinity of the SC coil). To reduce this

saturation to a reasonable value, a permendur iron (2% vanadium, 49% iron, and 49% cobalt) was

specified in place of the M43 material. Table III also compares the resulting field values for the M43

iron and the baseline permendur pole iron. The SC coil provides 54 kA-turns. Locations of field

comparison ate marked in Fig. 9. The penalty for selecting a permendur iron for the poles instead of

M43 is approximately 7 % of the vehicle cost.

GnJmn'mn BIdOO:YZ PLNg

30/JuV92 04B:15:40

_-40.0

k60.O

_2.40.0
I

Component: BMOD

_'_:_ __Z60.O

Figure 10: Baseline Magnetic Field Calculations with 3-D Code (Permendur Iron)

Sizing of SC Coil and Cryoplant

A cylindrical SC coil and cryostat were selected for each C-magnet assembly since they are easier to

fabricate and are lighter in weight than non-cylindrical shapes. For this reason, the iron core cross-

section under the magnet is made circular. The iron is built from 0.050 inch thick laminations

(Permendur.)
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TheSC coil carries 54 kA-turns to produce the required field to simultaneously meet requirements of

levitation and propulsion. The SC coil is designed by using a 0.65 mm diameter NbTi wire that has

been developed by Brookhaven National Laboratory for their Relativistic Heavy Ion Collider (RHIC)

dipole magnets. The key parameters for the SC coil are summarized in Table IV.

Table IV. SC Coil Parameters

Parameter

Ampere-turn rating of SC coil
Peak field at the SC coil

Operating current

Operating temperature

Number of turns

Unit

kA-turn

Value

T

A 53

K

54,000

0.5

4.5

1_020

NbTi wire diameter - bare mm 0.6477

2.2

K

Copper-to-superconductor ratio

Ratio of Operating to critical current

Temperature margin to current sharing

0.09

3.69

The SC coil has 1,020 turns; each turn carries 53 A to produce required 54 kA-turns. These turns are

accommodated in a coil pack of 4 layers with 255 turns in each layer.The coil pack is epoxy

impregnated to produce a monolith structure. No separate quench protection system is required because

the energy stored in the magnet is very small. In the event of a quench, the magnet is disconnected from

the supply and is shorted at its terminals.

The total heat load for the magnets on each car is 8 W. The weight and the cost of a cryogenic

refrigeration plant would be 2,540 Kg and $110,000 respectively. It also will be necessary to supply

-16 kW of power to run the refrigerator plant. To mitigate the weight and operating power penalty a

decision was made to employ a cryogenic storage system. The liquid helium cryogenic storage system

consists of a small compressor operating at 350 psi that takes the gaseous helium boiloff and compresses

it into a storage tank held at liquid nitrogen temperature. Sufficient helium inventory is carried in the

magnet for a 24-hour continuous operation. The gaseous helium storage system is sized to

accommodate helium boiloff over a 24-hour period. At the end of the 24-hour period, the gaseous

helium is discharged at a central location and liquid helium is replenished in the magnets. Two

cryogenic storage systems are provided for each 50 passenger module. The weight of each cryogenic

system is 580 Kg which includes 180 Kg for a compressor and 400 Kg for the gaseous helium storage
tank.

Potential of Using High Temperature Superconductors

The iron cored SC magnets of the Grumman concept are in the best position to take advantage of the

new High Temperature Superconductor (HTS) technology. The peak field in the iron is greater

than 2 T, but in the SC winding region it is less than 0.35 T. The superconductor is also required to

supply a modest 54 kA-turns to generate the required field for vehicle levitation and propulsion.
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Becauseof very small fields and forces experienced by the SC coil and recognizing rapidly advancing

state-of-the-art of the HTS technology [5], Grumman considers that this Maglev concept is in a best

position (relative to all other SC magnet Maglev concepts) to take advantage of the HTS technology.

The following are the attractive features of the HTS magnet:

• Operation at liquid nitrogen temperature (77 K)

• No need for liquid helium compressor or storage tanks

• Simpler and lighter cryostat

• Lower weight and capital cost

• Lower manufacturing cost

• Lower operating and maintenance cost

The current state-of-the-art of HTS is sufficiently developed so that an HTS coil could be built for the

Grumman Maglev. The HTS conductors [6] have acceptable current densities and are made in

sufficiently long lengths to suit EMS magnet needs.

CONCLUSIONS

The Grumman developed EMS Maglev system has the following key characteristics:

• A large operating airgap - 40 mm

• Levitation at all speeds

• Both high speed and low speed applications
• No deleterious effects on SC coils at low vehicle speeds

• Low magnetic field at the SC coil - <0.35 T

• No need to use non-magnetic/non-metallic rebar in the guideway structure

• Low magnetic field in passenger cabin - 1 G

• LOw forces on the SC coil

• Employs state-of-the-art NbTi wire

• No need for an active magnet quench protection system

• Lower weight than a magnet system with copper coils

The EMS Maglev described in this paper does not require development of any new technologies. The

system could be built with the existing SC magnet technology. The future work is planned to improve

the design to minimize high magnetic fields in the iron core and to consider the possibility of replacing

the helium cooled NbTi SC coils with nitrogen cooled High Temperature Superconductors.
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NATIONAL MAGLEV INITIATIVE - CALIFORNIA LINE

ELECTRIC UTILITY POWER SYSTEM REQUIREMENTS

Phil Save

Southern California Edison Company
Rosemead, CA

SUMMARY

/
J

f
i

The electrical utility power system requirements were determined for a Maglev line from San
Diego to San Francisco and Sacramento with a maximum capacity of 12,000 passengers an hour in
each direction at a speed of 300 miles per hour, or one train every 30 seconds in each direction.
Basically the Maglev line requires one 50-MVA Substation every 12.5 miles. The need for new

power lines to serve these substations and their voltage levels are based not only on equipment
loading criteria but also on limitations due to voltage flicker and harmonics created by the Maglev
system. The resulting power system requirements and their costs depend mostly on the
geographical area, urban or suburban with "strong" power systems, or mountains and rural areas
with "weak" power systems. A reliability evaluation indicated that emergency power sources, such

as a 10-MW battery at each substation, were not justified if sufficient redundancy is provided in the
design of the substations and the power lines serving them. With a cost of $5.6 M per mile, the
power system requirements, including the 12-kV DC cables and the inverters along the Maglev
line, were found to be the second largest cost component of the Maglev system, after the cost of

the guideway system ($9.1 M per mile), out of a total cost of $23 M per mile.

INTRODUCTION

Southern California Edison Company (SCE) has conducted a Study to determine the route and
the electric utility power systems requirements for a Maglev line in California. This work was

performed as an input to the Maglev System Concept Definition Final Report which was issued on
September 30, 1992 by a team headed by Bechtel Corporation, under one of the four National
Maglev Initiative Contracts.

MAGLEV LINE ROUTE

As shown by Figure 1, the route selected for the Maglev in California maximizes the potential
ridership by connecting the largest urban areas which have the following population projections for
year 2000, based on Reference 1 •

pRBClE)4NK PAGE BLANK NOT FILMED
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Urban Area

Population Projection
(Year 2000)

Los Angeles 16.7 M
San Francisco 6.9 M

San Diego 3.0 M
Sacramento 1.8 M
Bakersfield 0.7 M
Fresno 0.7 M

Because Maglev can utilize elevated guideways installed on the median lane of existing freeways or

highways, to minimize the need for land or right-of-way, the selected Maglev route follows
Interstate 5 and Freeway 99 from San Diego to San Francisco and Sacramento, and Freeway 101
between San Francisco and San Jose, with two alternatives between the San Joaquin Valley and

the San Francisco Bay area through the coastal mountains : the Altamont Pass Alternative on

Freeway 480 and the Pacheco Pass Alternative on Highway 152.

MAGLEV SYSTEM DESIGN

The Maglev System, considered for the California line, is designed for the maximum capacity of

12,000 passengers an hour in each direction at a speed of 300 miles per hour, or one train every 30
seconds in each direction. The Maglev design characteristics, provided by Dr. Richard Thornton of

MIT, are as follows :

The Maglev vehicles, which have been called "Boeing 737 without wings, tail, or engine", have a
speed of up to 300 miles an hour, and are maintained by magnetic levitation at about 10 inches
above a Guideway without physical contact. They do not require steel wheels and rails. Their

propulsion system is of the repulsion or electrodynamic superconductive type; it consists in a
Linear Synchronous three-phase AC Motor.

The stator coils, installed in the Guideway, create a magnetic field which moves along the

Guideway at a speed which is a function of the AC frequency. The Rotor coils installed aboard the
Maglev vehicle create another magnetic field. Interaction of the two magnetic fields provides
propulsion and levitation. To minimize the weight of the rotor and maximize the gap between the

Maglev vehicle and the Guideway the rotor coils are superconductive.

The resulting electric load requires a Substation every 12.5 miles along the route.

As shown by Figure 4, each Substation, served by the local electric utility AC power system,
converts the AC to + - 12 kV DC with 12-pulse Transformer/Rectifiers . The DC power is

delivered to two 12-kV DC cables which follow the Maglev line.

Every 2.5 miles, these 12-kV DC cables serve an Inverter which converts the DC back to AC,
feeding the Stator coils of the Linear Synchronous Motor in the Guideway. The Inverter provides
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adjustable frequency and voltage which control the speed of the Maglev vehicles. The Stator coils

in the Guideway consist of independent 2.5-mile continuous blocks of coils, each served by anInverter.

Each Substation has a peak balanced three-phase load of 60 MW (short time) and 50 MW
(sustained), with power fluctuations of up to 40 MW every 30 seconds. These fluctuations are

caused by the fact that the load of each Maglev vehicle is moving from one guideway stator coils
block to the next. It should be noted that regenerative braking is possible with the regenerated
power being delivered to the 12-kV DC Cables.

In addition to these power fluctuations, the Substation load includes voltage harmonics of 60 Hz,

which are created by the rectifiers and inverters of the Maglev system and are propagated
throughout the power system.

ELECTRIC UTILITY POWER SYSTEM REQUIREMENTS

All the electric utility power system requirements were based on Conceptual Planning, without
benefit .of computerized system simulations (load flow, short circuit, or stability), or detailed
comparisons of alternatives, etc... However, this planning was done with the cooperation and the
approval of the System Planning Departments of all Electric Utilities involved : San Diego Gas and
Electric (SDG&E), Southern California Edison (SCE), Los Angeles Department of Water and
Power (LADWP), and Pacific Gas and Electric (PG&E).

Reliabilty Criteria

The power system, required to serve the Maglev Substations, was designed to provide single
contingency capability, with two lines on separate right-of-ways and two redundant transformer/
rectifiers.

With this design, the risk of losing service to a Maglev Substation is very low • once in 25 years
for 14 to 22 minutes, as indicated by a reliability study which was conducted by using the outage
rate frequency and duration method (Reference 3). The study was based on the results of a

statistical analysis of a 17-year outage history of SCE Transmission and Transmission Systems,
published in a 1980 IEEE Paper by P. Save de Beaurecueil (Reference 4).

Therefore, the single contingency criteria provides an acceptable level of reliability and use of

emergency sources of power such as a 10-MW battery at each Substation is not justified, especially
when considering the exorbitant costs of batteries of this size. (These batteries were initially
considered to allow Maglev vehicles to operate at reduced speed and unload passengers at the next
Station, following a power outage of several hours, which is extremely unlikely.)
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MaglevSubstationDesign

Thedesignof a MaglevSubstationis shownby theschematiconeline diagramin Figure5. The
Substationincludestwo redundant50MVA transformer/rectifiers,eachone with two 12-kV
windings, wye and delta, servingtwo six-pulserectifiers in series,equivalent to a 12-pulse
rectifier.Havingonly onetransformer/rectifierwith afewmobilespareunitsontrailersfor thetotal
Maglev line wasnot selectedbecausetransportationandconnectionof a mobileunitwould take
more thana day,which is not acceptable.The Substationline and buson the transmissionor
subtransmissionsideis aring buswith two-lineserviceandtwo double-breakerline positions.

Therectifiersareconnectedto the12-kVDC cableswith two4000-ADC breakers.Thesebreakers
arenormallyclosed.

All Maglevsubstationshaveanoutdoorconstructiondesignexcept threeSubstations,,Numbered
1, 42, and 52 in Figure 2), located in downtown areas of respectively San Diego, Sacramento, and
San Francisco, which have an indoor SF6 gas insulated substastion (GIS) design.

Service to Maglev Substations

The 50-MW peak load of the Maglev Substation has the same order of magnitude as the load of

typical Electric Utility Distribution Substations which are normally served from the
Subtransmission System (66, 69, 115, or 138 kV). However, because the Maglev Substation load

can experience periodic power fluctuations of up to 40 MW every 30 seconds, and includes voltage
harmonics, special evaluations are required to ensure that the Electric Utility power systems are not

adversely affected. As a result of these evaluations, service from higher voltage (230 kV) systems
and harmonics filtering may be required. These evaluations were conducted at the conceptual level

in the SCE Study presented later in this paper.

As required for Electric Utility distribution substations, the power factor of the Maglev Substation
load should be unity. This requirement is especially important in areas where the utility power

system is not strong such as in the mountains or the rural areas of the San Joaquin Valley.

Substations with 50-MW loads such as the Maglev Substations can be served from the
Subtransmission (66, 69, 115, or 138-kV) systems when these systems are sufficiently strong,
which is the case from San Diego through the Los Angeles Basin and in the San Francisco Bay

Area.

However, in the coastal mountains north of Los Angeles, and some rural areas of the San Joaquin

Valley, service from the 230-kV Transmission System is required. In these areas, also, the existing
230-kV system needs to be reinforced by forming new 230-kV lines or upgrading existing 230-kV

lines.
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TheMaglevLine, andthelocationsof theMaglevSubstations,numbered1through61,areshown
by anoverallmapin Figure2 andoneoutof four detailedmapsin Figure3C.Themapsshowthe
500-kV and230-kV transmissionsystemsin thevicinity of theMaglevLine, including the new
andrebuilt 230-kVlinesrequiredto servetheMaglevLine.Forthesakeof clarity theseFiguresdo
not showthesubtransmissionline additions.

ServiceFromtheSubtransmissionSystem

Typically, Subtransmission systems feeding a certain number (between 5 and 25) of
subtransmissionsubstationsare interconnected.EachSubtransmissionSystemis servedby a
"Source"TransmissionSubstationwhich is suppliedfrom theTransmissionSystem(at 230 or
500-kV).

When service to the Maglev Substationsis provided from the SubtransmissionSystem, to
minimize the impacton the localsubtransmissionsystem,theMaglev Substationsareservedby
two "Source"subtransmissionsingle-circuit lineson separateright-of-ways,which aredirectly
connectedto theclosestTransmissionSubstation,"Source"of thelocal subtransmissionsystem.

The new subtransmissionlines are connectedto the subtransmissionbus of the "Source"
substationwith two separatedouble-breakerpositions.WhenmorethanoneMaglevsubstationis
connected to a "Source" Transmission Substation a new Standard 168/224/280-MVA
Transmission Transformer Bank was added to meet the additional substation load at the
subtransmission level. The Transformer Bank was connected to both transmission and
subtransmissionbuseswith doublebreakerpositions.

In theLos AngelesWater andPowerDepartmentServiceterritory, becauseonly distribution
voltageof 33kV is availableatVelasco,Toluca,andSylmarSubstations,two 230-66-kV50-MVA
transformerbankswereprovidedat eachof thesesubstationsto servetheMaglevSubstationsat66
kV, to maximizethe shortcircuit duties(asrequiredto minimize theeffectsof harmonicsand
powerfluctuations).

In the SanDiego Serviceterritory additionsof Maglev Substationsrequirerebuilding the San
Mateo-SanLuis Rey138-kVline.

To providehigherreliability andmoreacceptablevisualimpact,thenewoverheadsubtransmission
lines directly connectedto the MaglevsubstationsareonSteelPolesinsteadof wood polesor
latticetowers.

In someareasundergroundSubtransmissionlines were planned, wherever there is public
opposition or impossibility of having new overheadsubtransmissionlines, such as Orange
County,or Downtownareasof SanDiego,LosAngeles,SanFranciscobayarea,andSacramento.
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Service From the 230-kV System

Service from the 230-kV System was required in the rural mountainous and the San Joaquin

Valley, by forming the following new 230-kV single circuit lines •

SCE
SCE
PG&E
PG&E

Pardee-Magunden (68.7 mi.) looped into Substations 15 and 16

Magunden-Rector (83.1 mi.) looped into Substations 23 thru 26
Bellota-Wilson (64.0 mi.) looped into Substations 34 thru 37

Legrand-Los Banos (44.0 mi.) looped into Subs. 55, 56, and 57.(Pacheco Pass
Alternative)

The following double circuit 230-kV lines need to be upgraded"

SCE Rector-Big Creek 1 and 3 (64.3 miles)

PG&E Legrand-Gregg 1 and 2 (32.0 miles)

To provide higher reliability and more acceptable visual impact, the new overhead transmission
lines directly connected to the Maglev substations are on Steel Poles instead of wood poles or
lattice towers.

Maglev Substation Load Fluctuations and Harmonics - Evaluation

Contrary to the conventional electric trains, which are single-phase loads, Maglev systems have the
advantage of being balanced three-phase loads. However Maglev loads still have the problems
created by harmonics and periodic power fluctuations which cause voltage flicker. Evaluation of
these problems was conducted based on the criteria described below. Although this criteria is not a

part of the official SCE Transmission Planning Guidelines (Reference 2), it is considered to be
reasonable and sufficiently conservative, especially for a conceptual study.

Voltage Flicker Criteria

Voltage Flicker, caused by power fluctuations, is inversely proportional to the Short circuit duty,

as shown in a later paragraph.

Guidelines for Voltage Flicker have been used in the Power Industry for more than 25 years. As

shown by Figure 6, typically, these Guidelines include two curves defining voltage flicker limits

in percent voltage dips as a function of the flicker frequency : a Lower Limit, the "Border Line of
Visibility", and an Upper Limit, the "Border Line of Visual Irritation". It consists of three sections:

1. Frequencies higher than 3 per minute • Border line of Visual Irritation.

2. For frequencies between 3 per minute and 10 per hour" 1.5 percent.
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3. For frequencies lower than 10 per hour : 2 percent.

This criteria should be met at least at the Point of Connection with the Electric Utility during
minimum short circuit duty conditions.

Harmonics Voltage Criteria

This Criteria,shown in Table 1, is derived from Guidelines used by the French Electric Utility E.
D. F (Reference 5). It has been applied for the loads of electric trains which have been in service

for more than 50 years. They have been applied in particular to the latest "TGV" trains which have

loads similar to the Maglev loads in terms of magnitude and harmonics, since they use AC
induction motors with adjustable speed drive systems (Reference 6).

For Transmission or Subtransmision loads the criteria is as follows :

° If the load creating voltage harmonics is below 1 percent of the minimum short circuit MVA

duty at the point of connection with the Utility, it is acceptable and no further study or
filtering is required.

° If the load creating voltage harmonics is 1 percent or more of the minimum short circuit

MVA duty at the point of connection with the Utility, a harmonics study is required to
determine the harmonics rates for each rank (multiple of the 60 Hertz fundamental

frequency). If the rates are found to be exceeding the limits shown in Table 1, filtering
should be provided to obtain voltage harmonics rates within these limits.

Application of Voltage Flicker and Voltage Harmonics Criteria

Using the above criteria, the impact of the Voltage Harmonics and the Voltage Flicker, caused by
the Maglev Substations loads, was evaluated for each Connection Point of the Maglev Substations
to the Electric Utility Systems.

For each Maglev Substation, served from the Subtransmission System, the Connection Point is the
Subtransmission Bus at the "Source" Transmission Substation to which the two subtransmission
lines, serving the Maglev Substation, are connected.

For the Maglev Substations, served from the Transmission System, the Connection Point is the

230-kV Bus of each of the two Transmission Substations where the 230-kV line serving one or
more Maglev Substations is connected.

The minimum short circuit duty, required for the evaluation of both voltage harmonics and voltage
flicker, as indicated above, was determined as follows : First, the maximum short circuit duty
(MVA and angle) at each Connection Point was obtained from existing short circuit studies. The

minimum short circuit duties were then estimated to be a fraction of the maximum duty.

219



For the ConnectionPoints in the 230-kV system" 50 percentin the SanJoaquinValley and
mountainousareas,and60percentin theLos AngelesBasinor theSanFranciscoBay area.For
theConnectionPointsin theSubtransmissionSystem• 90percent.

Harmonics Voltage Evaluation

The need for detailed Harmonics Analysis and possible filtering was identified whenever the

Maglev Substation load is 1 percent or more of the minimum short circuit duty. For the
recommended service voltage level, all Maglev Substations require Harmonics analysis and

possible filtering, except 6 Maglev Substations out of a total of 52 for the Altamont Pass
Alternative, or 55 for the Pacheco Pass Alternative.

These findings are confirmed by the fact that TGV traction systems, which are similar harmonics
characteristics, are provided with harmonics filters as indicated in Reference 7.

Voltage Flicker Evaluation

The Maglev system considered for the California Line could be subjected to 40 MW power
fluctuations, from 10 to 50 MW, every 30 seconds or twice per minute during maximum traffic
conditions of 12,000 passengers an hour. To meet the above Criteria, as shown by Figure 6, for

this frequency, the Voltage Flicker should be less than 1.5 percent.

The resulting percent Voltage Flicker can be estimated by using the following formula"

VOLTAGE FLICKER (%) *' 100 x ( IR cosq) + IX sinq) )

BSth •

MVA Base 100 MVA

MVA Power Fluctuation MVA Power Fluctuation

I ( p.u. ) = MVA Base 100

cos q) = Load Power Factor = PF

sin_o = _/1 -PF 2

Z = System Short Circuit Impedance in p.u.

MVA Base 100

Z = MVA System Short Circuit Duty MVA System Short Circuit Duty

R = System Short Circuit Equivalent Resistance = Z cos 8

X = System Short Circuit Equivalent Reactance = Z sin 5

8 = System Short Circuit Equivalent Impedance Angle
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It can be seen that the voltage flicker depends on the power factor of the Maglev Substation load
and the angle of the System short circuit equivalent impedance at the point of connection.

A study was conducted to demonstrate the sensitivity of the voltage flicker at each connection point
to the power factor of the Maglev Substation load, by considering the values of 1.0, 0.95, 0.90,
and 0.85.

It was found that, at unity power factor the voltage flicker is minimum, in fact it is 0 when the

System Short circuit equivalent Impedance has a 90 degree angle, which is the case at most point
of connections located at the subtransmission side of the "Source" Transmission Substations. This

is caused by the preponderance of the transformer impedance (11 percent on 150-MVA base)
which has a high X/R ratio, typically more than 65 for transformers of this size ( 150 MVA).

It was also found that, if the power factor of the Maglev Substation load is less than unity, several
Maglev Substations, which can be served at a Subtransmission voltage at unity power factor,
would have to be served at 230 kV, because the voltage flicker would exceed 1.5 percent.

For instance, if the load power factor is 0.95, this would be the case for six Maglev Substations in
the PG&E service territory, Substations 17, 18, 19, 38, 39, and 40, which would result in an
additional cost of $71.5 M.

These findings, in addition to the need for adequate voltage support, show the importance of
maintaining unity power factor at all Maglev Substations.

CONCLUSIONS

The total Cost estimates (1992 level) for the Electric Utility Power System requirements for the
California Maglev Line are respectively $1.62 and $1.76 Billion, or an average of $2.7 and $2.8
M per mile of Maglev Line, for each Alternative: Altamont Pass and Pacheco Pass.

About 53.5 percent of these Total Costs are for the new Maglev Substations, 13.5 percent for
additions at existing Substations, and 33.0 percent for Transmission and Subtransmission line
work.

The cost of land associated with these facilities is respectively 12.4 and 15.9 percent of the Total
Costs.

These large costs result from the magnitude of the project • respectively 590 and 628 miles of
Maglev line, 52 and 55 Maglev Substations, and hundreds of miles of new or rebuilt Transmission

and subtransmission lines, ranging from about 100 miles at 66 kV, 500 miles at 115 kV, to 340
miles at 230 kV.
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These costs may be reduced by optimizing the system design, such as increasing the distance
between the Maglev substations, or accepting the loss of one Maglev substation, which may result

in higher costs for the transmission and subtransmission lines and the 12-kV DC cables along the
Maglev line. Optimization will aslo be possible, during the next phase of the study, when detailed
simulations of the Maglev system loads are available.

Together with the 12-kV DC cables and the inverters along the Maglev line, the power system
requirements were found to have the second largest cost with $5.6 M per mile of Maglev lifie, out
of a total of $23 M, after the guideway system ($9.1 M), as subsequently indicated in the Final

Report of the National Initiative Bechtel Team (Reference 8).

To avoid even higher costs, the study indicated that unity power factor should be maintained and
harmonics should be within criteria limits, for all Maglev Substation loads.
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NATIONAL MAGLEV INITIATIVE

MAGLEV FEASIBILITY STUDY

CALIFORNIA LINE GENERAL LOCATION
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Figure 1. Maglev California line general location.
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MAGLEV FF.ASIBILITY STUDY - CALIFORNIA LINE

MAGLEV SUBSTATIONS & UTILITY POWER SYSTEM (500 & 230KV)
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Figure 2. Maglev California line overall system map.
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LIMIT HARMoNIcs itA'r'r.S WHICH CAN BE CREATED ON SYST'r.M
BY ALL CUSTOMERS SERVED AT A Oi_EN VOLTAGE LEVEL

Odd Harmoal¢l

Noa M_tiplu of 3

Hlu'mo_ Voluqff
Rink (Pe_.4m()

-, DJstnb. I Subcnuu,.

& Trim.

$ 4.6 2

7 3.8 2

!! 2.7 1.$

13 2.3 l,J

17 1.5 1

19 1,2 I

23 1.2 0.7

25 ].2 0.7

0.15 + 0. I +

>25 10/n 2.$1n

Odd H_o_ Evm H_momc_
Multip!_ of 3

H_'momc_ Vol*,,lff H_rmoaic_ Vol,-ile
(Perramt) Rink (."_-,.,_i)

a Distnb. Subcnml. a Dismb. Submm

& "In,,,,. & Tr_s

3 3.11 2 2 1.3 2.1

9 l.l 1 4 I 1.4

15 0.2 0.3 6 0.J 0,7

>21 0.2 0.2 8" 0.2 0.3

10 0.2 0.3

>12 0.2 0.3

NOTES :

1. Hmn_i_ Vol',,l_ (l:_n'ra_).

(_ Voltllff of nc,',.k-,) / (Nom_i Poative ._lUm_ Vol,-iff)

2. Di_,nb. - Di_buuoa Vol_lff I.._vel_ (35, 16, 12. md 4 kV)

3. Sulxnms. - Subtnuumim_ Vollalff L_veb (lJI, 115. Id 66 kV)

4. Tnuw, " Trusm_oa Voltqff L._vds (SO0 m_l 2.10 kV)
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ABSTRACT

Manned orbiters will require active vibration isolation for acceleration-sensitive microgravity science

experiments. Since umbilicals are highly desirable or even indispensable for many experiments, and since

their presence greatly affects the complexity of the isolation problem, they should be considered in control

synthesis. In this paper a general framework is presented for applying extended H 2 synthesis methods to

the three-dimensional microgravity isolation problem. The methodology integrates control- and state

frequency weighting and input- and output disturbance accommodation techniques into the basic H 2

synthesis approach. The various system models needed for design and analysis are also presented. The

paper concludes with a discussion of a general design philosophy for the microgravity vibration isolation
problem.

INTRODUCTION

Although many scientists have planned or conducted materials processes and fluid physics science

experiments designed for a weightless environment, the currently available facilities have proved far from

ideal. Evacuated drop towers can provide only a few seconds of"weightlessness" at levels on tile order of

106 go (where go is the gravitational acceleration at sea level). Aircraft flying low-gravity parabolic

trajectories can extend tile time to about 15-20 seconds, and sounding rockets can provide several minutes

of a microgravity environment, but the goal of providing days, or even hours, for microgravity research has

proved elusive. It was once hoped that the Space Shuttle could provide the desired environment, but such

factors as manned activity, machine and structural vibrations, and thruster firings for orientation or reboost

have resulted in acceleration levels generally unsatisfactory for the designed experiments. (Background

excitations have been measured in the milli-g range.) In fact, the data from many experiments have been

found unacceptable due to the poor acceleration environment.

Due to the low fiequencies of greatest concern (below about 10 ttz) the isolation problem is a largely

unfamiliar one to vibration engineers; the requirement of a corner frequency of about 10 .3 Hz is particularly

vexing. Passive isolation is incapable of solving the isolation problem in this region, and even should a
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sufficiently soft spring be physically realizable, it could not isolate against direct disturbances to the

payload. If the payload is tethered (e.g., for evacuation, power transmission, cooling, or material

transport), a passive isolator cannot provide isolation below the corner frequency imposed by the umbilical

stiffness.

An active isolator (such as a magnetic suspension system) that merely possesses a low positive stiffness

fares no better in the presence of an umbilical, for tile same reasons. And ifthe control system seeks to

lower the corner frequency by adding negative stiffness, to counteract the umbilical's stiffness, the system

will (at best) possess almost no stability robustness. In the face of the usual umbilical nonlinearities and

uncertainties, this situation is clearly unacceptable. At very low frequencies the rattlespace constraints

become limiting (refs. I, 2), so that any isolation system must have unit transmissibility in that region. In

short, a microgravity isolator must be active, and it must be capable of dealing with the particular

frequency-dependent complexities accompanying a tethered payload and a restrictive rattlespace.

The available acceleration data clearly point to a need for three-dimensional isolation (ref 3).

Classical control design methods are not well-suited for handling such problems; modern control methods

provide a much more natural setting, opening up to the designer the power of the developing robust

control synthesis and -analysis tools, along with a variety of well-tested and progressive computational

software packages.

The well-known H 2synthesis [i.e., LQR ("Linear Quadratic Regulator") or LQG("Linear Quadratic

Gaussian")] methodology is one such modern control method. It can readily provide an optimal feedback

controller for a linearized plant (i.e., payload plus umbilical) subject either to no exogenous input (LQR

case) or to white noise disturbances only (LQG case). An optimal control found by H 2 synthesis minimizes

a quadratic ("energy-type") cost function, or performance index Such a performance index is quite

appropriate for the microgravity isolation problem, since it allows penalizing both the control energy

required for isolation and the vibrational energy of the payload. Unfortunately, however, the application of

this synthesis method to practical problems has been plagued by robustness difficulties. Granted, the

standard LQR solution provides excellent robustness guarantees for the single-input-single-output (SISO)

problem (ref. 4, pp. 70-74) and also yields guarantees (though less useful) for the multiple-input-multiple-

output (MIMO) problem (ref. 5). But the addition of a state observer to the controller (as is usually

necessary for practical problems) removes these robustness guarantees (ref. 6). This fundamental

practical concern has led to a common skepticism regarding t] 2 synthesis.

3Ihere exist extensions to 1t2 synthesis, however, which can resolve the robustness issues. The

disturbance-accommodation and frequency-weighting techniques contributed, respectively, by C. D.

Johnson (ref 7, 1968; refs. 8 and 9, 1970; ref 10, 1971) and N. K. Gupta (ref. 11, 1980) have proved to

be highly useful in this regard. In fact, they provide the fundamental additional tools needed for solving

practical controller design problems. These two extensions lead to augmented state equations which still

allow for problem solution by the familiar [t 2 synthesis machinery. Recent investigations have examined

the effect of the frequency-weighting extension on system robustness (refs. 12, 13), and the dual

relationship between frequency weighting and disturbance-accommodation (ref 14). Additional

extensions have also been proposed (ref. 15).

The utility of"extended II 2 synthesis" for the tethered microgravity vibration isolation problem has

been clearly demonstrated by recent studies (refs. 16, 17). Extended tt 2 synthesis has been used

effectively to develop SISO and SIMO (single-input-multiple-output) controllers for a realistic one-

dhnensional microgravity vibration isolation problem, using a "smart" form of acceleration feedback. The
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resulting closed-loop system exhibited excellent stability- and performance robustness guarantees,
including a high degree of robustness to umbilical parametric uncertainty.

The present paper will give a general framework for controller design by the extended tt 2 synthesis

method, for the microgravity vibration isolation problem. Following a summary of the basic tt_ synthesis

approach, the paper will describe how to incorporate the control- and state frequency weighting and input-
and output disturbance accommodation extensions into the synthesis procedure. Control noise will also be

inch, ded. General guidelines will be presented for effectively integrating these extensions into the design
procedure.

The development below is specifically tailored to the microgravity isolation problem, but the

mathenmtics are fully applicable to any problem that has the appropriate (very general) mathematical

description. Four fimdamental system models will be presented to aid the designer in visualizing the

design effort. Only the synthesis procedure will be detailed here; the analysis techniques used for
controller evaluation will be detailed in a later work.

BASIC It 2 SYNTI]ESIS REVIEW

A generic microgravity vibration isolation system is depicted below in Fig. !. A payload, such as a

microgravity science experiment, is acted upon by actuators (typically non-contacting) that are commanded

by a conlroi system This control system uses measurements, such as payload positions and accelerations,

to develop the control signals, typically currents or voltages. The objective ofiq 2 synthesis is to find a

control signal that minimizes the weighted sum of the two-norm of the control energy and of the states,

subject to the linearized system equations ofmotion. This control signal will be found to be dependent

only on the past accumulative measurement information, for a system excited only by zero-mean white
Gaussian noise.

Actuator

Payload

Control

System

Sen$ol"

Figure I. Vibration isolation system.

Specifically (and a bit more mathematically), to use tt 2 synthesis the system equations of motion must
first be linearized and expressed in the following (standard) state space form:

£c= dx_ + Bt_t+ E_ w_ y = (,x + DLt, z = y_+ E,, w,, ( 1a,b,c)

_xis the state vector, £ is the output vector, _zis the measurement vector, Lt is the control vector, Es and E n

are selection matrices, and w_ and w,, are process- and sensor-noise vectors, respectively. For the

microgravity vibration isolation problem, the process noise (w_) models the disturbances acting on the

payload, either directly (e.g., air currents, fluid flow, or experiment-mounted rotating machinery) or
indirectly (i.e., through the umbilicals). The sensor noise (w,,) models the electrical or mechanical noise

that contaminates the state measurements. In general, not all states will be measurable (i.e., rank C < dim
r).
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Let the initial conditions on the state vector be x_(O)= x_0 (although these intitial conditions will not

appear in the final control solution); let x 0, _.'_, and wn be independent and bounded (as is reasonable, since
unbounded states and infinitely large noise are not physically possible); and let x_0 be Gaussian, and __!nand

Ws, zero-mean white Gaussian, for technical reasons. The power of the process- and sensor-noise vectors

can be expressed mathematically by
cov[ws(t),_ws(r)] _ V t_(t- r) and covlu,,(t), w,( r)] : V38(t- r) (2)

(ref 18. p. 272). Assume that {A,B} and {A E Vt m} are stabilizable, where Vt = VJ/2 Vt v:* (the asterisk

here means "conjugate transpose"), and that {C,A } is detectable (ref. 19, p. 226). These requirements

mean, respectively, that a stabilizing controller exists, and that the available measurements are sufficient for

its implementation. Let V t and Vs be positive semidefinite (PSD) and positive definite (PD), respectively, for
reasons of solution existence. That is, there need not be any process noise, but there must be at least some

noise in all measurement channels (as there will be) if an optimal control solution is to exist.

The tl z synthesis design method uses a quadratic performance index,

where W I, IV:, and W3 are weighting matrices. These weighting matrices, assigned by the designer, allow

him to place a relative importance on the two-norm of each stale (using Wj) and of the control (using W3).
W, allows him to assign cross weightings. (These cross-weightings are not generally used for the basic tt z

sy_lthesis problem, but they become important with some ofthe extensions.) W t is PSD and IV_is PD (re[

18; pp. 272, 276), again for reasons of solution existence. "g" is the expected-value operator, needed since
1

the system is excited stochastically by w_. The cost rate functional form for J (with " lira --" ) is used to-. r-_ 2T

allow for the while noise disturbance ___,.Otherwise the performance index would be infinite.

Let an admissible control l__(t)be one that depends only on the past accumulative observation data.

That is, l_t(t) has the form
u(t) = Lt[t, Z(t)], where Z(I) = {z( r),O_<r<_t}. (4a,b)

(For more general conditions on admissibility, see ref. 18, p. 272.) The objective is to find an admissible

control function Ll"(t) which minimizes the cost .l with respect to the set of admissible control functions

!_(t) subject to the dynamic conslraint (! a,b,c). That is, the optimal control solution must exist and be

realizable, must minimize the cost functional specified by the designer, and must take into consideration the

system equations of motion.

The solution is well-known, and is summarized as follows:

u*(t) = -K__tt)
where _ is an estimate of x using a Luenberger observer

(re[ 18, pp. 288-289) having observer gain matrix L

x: p+ ),
P is the unique Pl) solution

to the Algebraic Riccati Equation (ARE)

I'.4 + Ar p-(PB + W2)tI_-'(I'B + W:) r + Wl = O,

= I._E,, ) ,L QCr(E,, . ,r -I

Q is the uniqve PD solution to the ARE

AO + O Ar- Q(.r( F., I'3E7,)-1cO + E, lit E[ : O,

(Sa)

(Sb)

(5c)

(Sd)

(Se)
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P exists if {A,B} is stabilizable and {CA} is detectable

or if the system is asymptotically stable, and

Q exists if {A, EsU//2} is stabilizable and {C,A} is detectable

or if the system is asymptotically stable.

Note that this control signal is developed by simply applying constant (negative) feedback gains K to
estimates of the system states. These estimates are themselves optimal in that they are the "closest" to the

actual states, in terms ofthe expected value of the rms of the estimate error. They are produced in the

controller from the control signal and the measurement vector, using constant observer gains L. Fig. 2

below presents this standard optimal controller (eg., cf ref. 20, pp. 356, 366) in block-diagram form.

4-\

.... __Tj

Figure 2. Block diagram of system with ft2-optimal controller.

_____>

z

EXTENSIONS TO tt 2 SYNTItESIS

Frequency Weighting

For the active microgravity vibration isolation problem, payload accelerations are of much greater

concern at some frequencies than at others. Accelerations at higher fiequencies can be handled passively,

and very low-frequency accelerations correspond to such large displacements that they are essentially

unisolable, due to practical rattlespace constraints. Rattlespace constraints also require that the relative

displacements between space platform and payload be kept to a minimum at low fiequencies. Control is
needed at lower frequencies, where the plant is best-known and where the major isolation effort is desired.

At higher frequencies, however, excessive control can excite unmodeled higher modes of the plant.

Consequently it is desirable, through the performance index, to be able to penalize control, strategies in a
frequency-dependent fashion. This can be achieved by weighting the states x and the control u in the cost
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rate functional so that the weightings are frequency-dependent. The latter, extended, 1t2 synthesis problem

will be seen to have the same form as the former one. It will have the simple difference that the various

system matrices now will be "augmented" to take into account tile additional "pseudo" states required by

the frequency-weighting extension.

Let x be considered to be the input to a filter _(s) of which x is tile output, and let _(s) have a

state-space representation defined by {A j, B I, C I, D/}.

1hat is, _(s) - C,(sl-Ai)'IBl_I)r

Then

(6)

(7a,b)

expresses _ in terms ofx, employing pseudostates z_. Similarly, ifu is considered to be tile input to a filter

;_(s) ofwhich _l is the output, and if _(s) has a state-space representation defined by {A_ B 2, C2, D2},/t

can be expressed in terms of Lt, employing pseudostates 22:

z-2 : A2-22 + B2u, o : C2z_2 4- D:u_ (8a,b)

These.fiequency-,'eighted states (x:) and controls (ii) are now weighted (i.e., penalized) by constant

weighting matrices W l and W s. respectively. "l-he resulting state equations and performance index are as

follows:
/_. IA Ix +/Bu + q? w_s, Y : IC Ix + 1)u, z = y + E, w,,

'J 'w:'"'w:jt

(ga,b,c)

(9d)

where Ix =

I;;.,
tl,. : 0

0

[A 'oI= 0 , IBIA B l A t : 0 ,

O O A2 LB2J

'C=[C O O] (9e,f,g,h)

o c[ ws ¢:2 ¢,_ms D2

[D;.; D,

'w,=Jdw,.,
[ o

(gj,k,m,n)

The optimal control Lt(t) will now minimize the weighted sum of the two-norm of the frequency-weighted

control energy and states.

Input Disturbance Accommodation

In the basic 1-Iz problem it was assumed that the process noise w,(i.e., the disturbance acting on the

payload, whether directly, or indirectly via the umbilicals) is zero-mean white Gaussian. This, of course,

will not generally be the case; the process noise will have some (known or unknown) non-white power

spectrum. Let the process noise be modeled asf_, where./, is a stochastic disturbance with power spectral

density Sttco) = St/e(jco) St/_Jco) . Defining lilt.jr,,) by _'/:(jco) I;":, one can consider./, to be the
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density S.t(co) -- S_12(jco) S_J_.jco). Defining lt[(.jco) by ,_'/2(_jo,) 1'[,,2 one can consider.[, to be the

output of a filter Its(s), excited by zero-mean white Gaussian noise ,,swith power l,"I (i.e.,

covb,!_(0,.',(r)] = v_air-0).
In state-space form, __z= A.,_j + B,w_, f. =C,_t4 l)._w, (10a,b)

such that Hr(s ) = C,(sl - A,)-tB, + 1), (10c)

Incorporating these new pseudostates (_) into the state equations and performance index yields the further

augmented lq2 synthesis problem given below:

2__= 2A_+2Bu_+.'E,W, ' y::('."x_+DLt, z:y+E.w.

{ <,.Ti2.,]/. :,
A 00E,<:, 1

where 2x J'-xl _4 B/A/ O O

-= ' -- Ot-e-,J o A2 o '
o o o A, j

'c=[cooo],

(<:[w, D,
WI

0

0

295, =

,:[o1"s 0

l>[)r;c, o
• T ,,

(q g l (71 0

0 C r W_ ( 72

0 0

2B O
= B2

O

_

O
2W2 =

O

O

(I Ia,b,c)

(lid)

(1 !e,f,g)

(I lh,j)

°10

0

(1 lk,m)

.)v.._] (_i.)

The optimal-control solution to this problem will minimize the fiequency-weighted cost functional as

before, with the plant now considered to be subject to the specified colored noise disturbance.

In actual space applications the power spectrum of the process noise may not be known. Fortunately,

orbiter spectral vibration information need not be available for disturbance accommodation to be used
1he disturbances can be assumed to have whatever form the designer finds useful. For example, if he

desires the controller not to respond to process noise above some frequency range, he might choose to

model ltf(s) as a Iowpass filter.

Output Disturbance Accommodation

The same procedure can be employed to incorporate colored sensor noise into the extended tt z

synthesis problem. No sensor will have the white-noise contamination assumed by the basic It z problem.

And the designer may even find it useful to shape the sensor noise filter in some non-physical way. For

example, if payload acceleration measurements are known to be more accurate in one frequency range, and

relative position measurements in another, he might choose his sensor noise filters appropriately to

237



"inform" the observer of these facts. The resulting obse_'er would tend to rely more heavily on the more

accurate measurement(s) in a particular frequency range, in its state-reconstruction process.

Let the sensor noise vector be f,, with selection matrix E., where/,, is a stochastically modeled

disturbance with power spectral density S.(jro) -- ,.i/2... ,.v2;..,_. Lira) ,7. Lice). As with the input disturbance [+ [.

can be considered to be the output of a filter H.(s) excited by zero-mean white Gaussian noise _w.with
power I_ (i.e., co,_w.(t),w.( r)]-- r_8(I- r)). In state-space form,

-+_'=A"_2+Bnw.'- f_. = C._2fl),,w . , such that lt.(s) = C.(sl- A.)-' B. + 1). (I 2a,b,c)

For the extended H 2 synthesis problem with state- and control frequency weighting (pseudostates z j

and z2, respectively), and with input- and output disturbance accommodation (pseudostates _1 and _2,
respectively), the augmented state equations and the performance index are as follows:

4 #

r.Z,Wl
:1= r l lira L ff "xr

t+++7.... [ ;Jl%+

_x

_z/

where *_x= _ze , _=

'C 'x+ ' ' +lh_t+ E. w

'W+ _ dt

Bl A t O O O

0 0 A 2 0 0

000 A+, O

0 00 O A.

'c=[c o o o i:oc.]. 'i_--i)

'__,- "__.={.},., "_.: [r,o_Z]

D,'W,I9, D,'W,,_; 0 0 0

B

0

_B = B2

0

0

0

"E,= 0

t3,
0

0

0

0

0

13.

0

Cw, I._, %_,<, o o o
o o (:;_(:, o o
0 0 0 0 0

0 0 0 0 0

O

,T

O

O

: ]

U o]4I'_ -- 0 1,'_, is the autocorrelation matrix for 4w-_r-S,

.,+:i:il
_ l_W.l

and +I++_= _'._is the autocorrelation matrix for wn.

(13a,b)

(13c)

(13d,e,f)

(13g, h,j)

(13k,m,n)

(13p,q)

(13r)

(13s)

(13t)

(13u)
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Control Noise

The active microgravity vibration isolation system must perform well even when the actual system

dynamics are less than perfectly described by the system model. One way to improve the isolation

system's robustness to parameter changes at the control inputs (i.e., to uncertainties in the actuator or plant

model) is to add a process noise input (w__)to the model's control signal (ref. 21, p. 1-48). Recall that tile

tl 2 synthesis machinery seeks to minimize the rms ofthe observation error. It does this by finding an

observer gain matrix L that will optimally trade offthe measurement uncertainties against the plant model
uncertainties, in the state reconstruction process. Control noise will reduce the observer's "confidence" in

the plant model, so that the observer will "trust" its measurement data more and its plant model less. The

resulting gain matrix L will sacrifice a degree of observation quality for improved observer robustness to
plant model inaccuracies. The controller gain matrix K will be unaffected.

Under these circumstances the state equations of motion, unaugmented by frequency weighting or
disturbance accommodation, become

*-=A_-+B('_'+w_)+r'., L , Y_--Cr_+J)(,_,+,_'c), z =y+&f,

where./_ and f,, can be represented by filters in state-space form with white-noise inputs, as noted

previously. Assume no cross-correlation between _ and w_, or between w__and w,,, and let

co,,[,,o(0, = ,-). (15)
Using now the pre-superscript designator "5" to indicate the appropriate state-space augmentation, the
system equations change as follows:

5x-= 4x-, (16a)

5A= 4,4, "_B=4B, "_C=_C, 5D= _I), (16b)

_WI =_Wt' 5W2=+W2, SWs=4W3 (16c)
-B

0

B2

(14a, b,c)

U), o
0 0

0 0

o
o n.

°!l
O l-3J

5E_ = ,-_w, = w., , 5%, = , 5E,, =[D E,I),,] (16d,e,f,g)

O w_., "

O

[i I I51;_ j[_ 0
= = 0 t"2 , .s/_j= l_ (16h,j,k)

o
1he basic tools are now in place for practical microgravity vibration isolation system design, by extended
It 2 synlhesis.

SYSTEM MODELING

The tt 2 synthesis problem is actually a two-fold design problem; the designer must determine a

regulator gain matrix K, and also an observer gain matrix L, which together are used to comprise the

optimal controller. The full augmented state vector must be used for the regulator sub-design problem,
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but pseudostates z_/ and _z2 (which occur due to frequency weighting) need not be reconstructed by the

observer. They can simply be developed by passing the reconstructed state vector x_and the control vector

u, respectively, through the appropriate frequency-weighting filters. Consequently the observer sub-design

problem can (though need not) be one of reduced order. It is helpful, then, to have different mathematical

models for conceptualizing these two sub-problems. These models will also differ, in general, front the

basic plant model, which depicts the "actual" linearized plant (i.e., the system without the controller) in

state space form. This model will not include the frequency-weighting and disturbance-accommodation

augmentations of the former. In addition to these three conceptual models of the system, there is a fotnth
model, which more properly falls under the category of analysis but should be kept in mind during the

synthesis procedure. This "nominal analysis model" depicts the linearized and unaugmented plant with the

synthesized controller attached. It is used, with various modifications, to analyze closed-loop system

performance.

Basic Plant Model

The basic plant model (shown schematically in Fig. 3) simply presents the linearized differential

equations of motion in a state space form useful to the tt 2 synthesis machinery. Such a representation is

given below.
ic = Ax+Btt+E_f_s, y_= Cx-¢- Dr_i, z =)_'+ E,f_, (! 7a,b,c)

No performance index is needed at this stage, since it is thefrequeocy-weighted states and control which

will be weighted relative to each other for the actual controller synthesis. For the microgravity vibration

isolation problem a useful choice for the state vector would include relative displacements, relative
velocities, and accelerations. Weighting an acceleration more heavily in a frequency range would

correspond roughly to a demand to increase the associated effective mass (or inertia) of the system. A

similar correspondence can be drawn between relative-displacement weighting and the effective relative

stiffness, and between relative-velocity weighting and the effective relative damping.

L

\/

4-

+!

u

V_ \

¢

,q
,+ z_

______>

Figure 3. Basic plant model.

Regulator Synthesis Model

The regulator synthesis model adds frequency weighting and disturbance accommodation weighting

filters to the basic plant model, and is the model actually used by the extended H 2 synthesis machinery in
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designingthe regulator. Fig. 4 portrays this model in block diagram form. Note that it has a similar form

to the basic plant model, but that now augmented A, B, C, E,,E,,, W 1, W2and W3 matrices are used, as

indicated by the pre-superscripts. These matrices were defined previously (16b through 16g). Also note

that white noise vector w, replaces./,, since the process noise power spectral information is now contained

in matrices 5A and -_E,.

The regulator synthesis model shows the system as viewed by the extended H 2 machinery in

determining the matrix .sp. This matrix is the unique positive definite solution to the following ARE,

'i. T'.-( ', 'R+' w.)'w.-'(-'P =o
-_Pis used to find the regulator feedback gains. This model is typically used only in determining the

regulator gains - -_K.It is not generally used for the design ofobserver gains (')L (although it could be),

since that design problem can be reduced to one of lower order, as noted before.

@

Figure 4. Regulator synthesis model.

Observer Synthesis Model

The observer uses the measurement vector z (eg, measured relative positions and accelerations) and

the control vector u as inputs to produce observations of the state vector. (In general an observer is

needed to estimatethe unmeasurable system states. Only rarely will all system states actually be available

for measurement, and never will the disturbance-accommodation pseudostates actually be capable of

measurement.) Kalman-Bucy filter design uses knowledge of process noise and sensor noise covariance

matrices (and, if necessary, cross-correlation matrices) to produce optimal observer gains (')L, in the sense

of optimality previously discussed. If the complete augmented state vector -Sxis to be observed, then an

appropriate observer synthesis model would be as depicted in Fig. 5. -SLwould be found from the equation

where :0 is the unique PD solution to the following ARE,

.,_ _Q+ .,QS_IT _ 5Q .,Cr(.,E,.Sll, :l.'r f '.SCSQ+ 5E-S_ -'Er = O (19b)

and where .s/]= 5A_(-SE,-sl_ ,E_')(-_l,,,-Sl.s.SET) -' sC (19c)

- 5 ,- 5 -T '_ 5 - 5-,T /_Jn'i; ---_; - l, _:.(F.° _, 1...)-' ' " '_7 (_gd)
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and iz' 5V2' 5_, and 5E, are as defined previously.

Equations (19b, e, d) reduce to the form

'A,Q+'o 'AT-('O'CT+ 'E,'V,'E_)('E.% 'ETI+('O,.,'C_+'E, 'V,T'F__)_
+'_, 'v, 'E;---o (1%)

u z

L--'a{2_--

Figure 5. Observer synthesis model, observing all states and pseudostates.

ttowever, as noted previously, the observer does not need to fieconstruct the frequency-weighting

pseudostates z_I and g2. This fact will permit an observer of smaller dimension In this case Fig. 6 will be an
appropriate observer synthesis model, with pertinent matrices defined as follows. _L would be found from
the equation

61. = ( "Q 6cr +6E., 6V2 615fz.")( 6E. 6I_ 6Er )-' (20a)

where eQ is the unique PD solution to the following ARE,

6_ ,_Q+ ,_Q a,,]r _ ,_Q act ( 6E,' '_I....3 6E,_r)-, _C 6Q '- 6E, 6V,~eel = O, (20b)
and where

= _ 6 ,T 6 6 C

% :' v, - 'r._'E.._(%_ 'v, 'F.")-'_.°

% R, o,= . = O A,

o _. o o
Equations (20b,c.d) reduce to the form

0 ,

A.

_c=[c o _.c.]

(20c)

(20d)

(20e,f,g)

(20h,j,k)

(20m)
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Figure 6. Reduced observer synthesis model.

Nominal Analysis Model

Once tile active vibration-isolation controller has been designed, it can usually be reduced in size by

modal truncation and/or balance-and-truncate ("Moore's method," ref. 22). Then the closed loop system

can be evaluated, with the controller applied to the actual plant.

Letting the state space system {Ap/_, Br/_, CF/., l)r,_} represent the feedback controller, a nominal

analysis model can be portrayed as in Fig. 7. Checks on nominal stability can be made by simple eigenvalue

+_

(
+/

/

¢4-

Figure 7. Nominal analysis model.
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checks of this closed-loop system. Nominal performance can also be conducted readily using this model.

With the appropriate placement of complex A-blocks to represent system uncertainties, one can also

evaluate the system for robust stability and robust performance guarantees, using the powerful methods of

mu-analysis (ref. 23).

DESIGN PItlLOSOPItY FOR "FILE MICROGRAVITY ISOLATION PROBLEM

With the synthesis framework now in place, as presented above, the designer must choose a reasonable

strategy in order to use his tt 2 synthesis tools with skill, tte must determine what states to use, what

frequency-weighting and disturbance-accommodation filters (if any) to employ, the relative weightings of

the resultant frequency-weighted states and control, and the relative weightings of the various noise

vectors in his system model. The designer must also decide which measurements to make, whether to use

the full- or the reduced observer synthesis model, and whether to conduct the regulator- and observer-gain

sub-problems in sequence or in combination.

One primary goal in controller design should be simplicitt_. The construction of the controller will be

easiest, and its speed of operation fastest, if its complexity (i.e., the number of controller states) is kept to a

minimum. To accomplish this aim, the authors recommend that the engineer seek to design the controller

by starting with basic (unextended) H 2 synthesis and adding complexity "one layer at a time." For example,

he might first determine if basic LQG is adequate, and then add appropriate frequency weighting and

disturbance accommodation step by step, evaluating after each addition whether or not the design is

acceptable. If not, the next layer of complexity could be added based on the present design inadequacies.

Once an adequate design has been found, it is recommended that the controller order (i.e., number of

states) be reduced by using modal reduction and/or balance-and-truncate. This "step-up, step-down"

philosophy should keep controller complexity to a minimum.

A second fundamental goal should be in{uiliveness. Unless the problem is posed in such a way as to

employ the designer's intuition, he will find it very difficult, especially with a three-dimensional problem, to

proceed with any degree of speed. The single most important step toward an intuitive problem is the

proper choice of plant states. For the microgravity vibration isolation problem, the authors believe that a

reasonably physical choice is payload relative position, payload relative velocity, and payload acceleration.

A heavier weighting on payload relative position (in the cost functional matrix WI) , for example, signals the

tt 2 machinery to attempt to increase system stiffness. Similar analogues exist for the other two suggested

slates, as noted before. And at least two of these states are readily measurable for microgravity systems.

Such state choices, then, allow the designer to assign his weightings with a degree of "physical feel," so

that extended tt 2 synthesis becomes more of a craftsman's design tool, rather than a black box for use in a

time-consuming trial-and-error approach.

The designer must also decide whether or not to conduct the regulator- and observer-gain design

problems independently. The well-known "separation principle" guarantees that for a perfectly known

system the regulator gains K and the observer gains L can be designed independently. One approach, then,

would be first to design the regulator to meet the design goals, and then to design the observer to produce

a state-vector estimate that is "accurate enough" over a "sufficient" bandwidth. The frequency-weighting

and disturbance-accommodation extensions, however, affect the state observations in such a manner tlmt

"accurate enough" and "sufficient" are quite difficult terms to define. The closed-loop system must be

analyzed as a whole for this purpose. The existence of an observer bandwidth can also be used to enhance

overall system performance, so that a full-state-feedback system with inadequate performance can actually
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perform quite well when the observer is added. Since the system stability- and performance robustness

must ultimately be evaluated for the total closed-loop system, it is recommended that the entire controller

(i.e., the observer-plus-regulator) be designed as a unit, rather than in parts.

For the microgravity vibration isolation problem, studies to date indicate that I-t2 synthesis extensions

are necessary, if one is to produce a practical control (ref. 16). This being so, there are certain frequency

weightings that are very reasonable choices to use. At very low frequencies, indirect disturbances (i.e.,

orbiter positional deviations from a perfectly elliptical orbit), will be much larger than rattlespace

constraints will allow. In the low-frequency region, then, the payload relative displacement should be

weighted heavily, and the payload acceleration, lightly. These weighting choices could reasonably be

expected to call for a controller producing unit transmissibility between orbiter and payload, at low

frequencies. In the intermediate frequency range, where payload acceleration is of most concern, that state

should be weighted heavily. At higher frequencies, where the plant model is not well known, high control

weightings and low state weightings should be used to call for reduced control.

Certain disturbance-accommodation filters, as well, will be appropriate for the problem, while others

will be inadvisable. From a physical perspective, a more massive experiment would be less susceptible

either to direct or to indirect disturbances. One could expect, then, that an input disturbance filter which

models a large direct disturbance would call for a controller tending to make the system seem more

massive (electronically). On the other hand, an indirect disturbance alone (i.e., acting through the

umbilical) could be attenuated effectively either by a greater system effective mass or by a reduced system
effective stiffness. The latter means of disturbance attenuation is ineffective for direct disturbances. It also

tends to reduce the stability robustness of the system, ttence, the designer should be wary of having too
large an indirect disturbance model.

Output disturbance accommodation and control noise should be included in the system model only if

necessary. Research to date does not indicate that either is needed for microgravity vibration isolator

design. Again, the goal is to achieve a satisfactory controller that is as simple as possible.

Observer design involves the numerical solution of an ARE. An ARE involving matrices of smaller
dimension will be less susceptible to the numerical difficulties which sometimes attend such solution

procedures. It is preferable, then, to use the reduced rather than the full observer synthesis model.

CONCLUDING REMARKS

Active vibration isolation of microgravity science experiments is a three-dimensional, MIMO design

problem requiring sophisticated design- and analysis tools. Modern control methods provide the most

natural setting for handling this problem, and with a suitable choice of states, modern-control design can be

conducted in a relatively intuitive fashion The 112 synthesis approach can be extended, using frequency

weighting and disturbance accommodation techniques, to give the designer great flexibility in building a

suitable controller, hnplementation of these extensions involves a straightforward augmentation of various

system matrices, so that the ARE-based solution methods of LQG synthesis can be readily applied.

Extended tt 2 synthesis provides the necessary tools for the design of a robust isolation system. This paper

has provided a general framework for using extended H 2 synthesis to design the controller for such a

system.
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In additionto the basic plant model, there are three complementary system models that are of use in

conceptt, alizing the synthesis problem. Observer synthesis requires fewer pseudostates than regulator

synthesis, so two respective system models are needed to reflect this difference. The controller model is

developed by combining the observer and regulator models, followed by reduction of the controller

di,nensionality. Attachment of this controller to the basic plant model produces an analysis model that can

be used, with mu-analysis methods, to evaluate the closed-loop system in terms of its stability- and

performance robustness.

This paper has also suggested a general design philosophy for applying the extended H: synthesis

machinery to the particular design problem at hand. In addition to an overall design strategy, reasonable

state choices were suggested, and basic practical guidelines were given for the effective use of frequency-

weighting and disturbance-accommodation techniques.
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ABSTRACT

It is known that an effective control system is the key condition for successful implementation of

high-performance magnetic servo systems. Major issues to design such control systems are nonlin-

earity; unmodelled dynamics, such as secondary effects for copper resistance, stray fields and

saturation; and that disturbance rejection for the load effect reacts directly on the servo system without

transmission elements. One typical approach to design control systems under these conditions is a

special type of nonlinear feedback called gain scheduling. It accommodates linear regulators whose

parameters are changed as a function of operating conditions in a preprogrammed way.

In this paper, an on-line learning fuzzy control strategy is proposed. To inherit the wealth of linear

control design, the relations between linear feedback and fuzzy logic controllers have been

established. The exercise of engineering axioms of linear control design is thus transformed into

tuning of appropriate fuzzy parameters. Furthermore, fuzzy logic control brings the domain of can-

didate control laws from linear into nonlinear, and brings new prospects into design of the local

controllers.

On the other hand, a self-learning scheme is utilized to automatically tune the fuzzy rule base. It is

based on network learning infra-structure; statistical approximation to assign credit; animal learning

method to update the reinforcement map with a fast learning rate and temporal difference predictive

scheme to optimize the control laws. Different from supervised and statistical unsupervised learning

schemes, the proposed method learns on-line from past experience and information from the process

and forms a rule base of an FLC system from randomly assigned initial control rules.

INTRODUCTION

Interest in research on large-gap magnetic suspension systems began in the early 1960's. The

principal goal was the elimination of aerodynamic support interference in wind tunnel testing. In early

1970's the interest extended to small-gap systems. The first system developed was the Annular Mo-

mentum Control Device (AMCD) with applications to the stabilization and control of spacecraft

[1]. This research was continued with the Annular Suspension and Pointing System (ASPS) which

provides orientation, mechanical isolation, and fine pointing of space experiments [2,3]. For decades,

Magnetic suspension technologies (MST) have demonstrated their capabilities in many fields, from
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industrialcompressors,high-speedmilling andgrinding spindles,magneticallylevitatedtrains,and
control wheelsuspensionfor spacecraftto rocketpropulsionturbomachinery.Importantfeaturesof
themagneticsuspensionandactuatorsystemsare:

(1) Versatility of theElectromagneticForces
Thephysicalforce of amagneticcircuit to a high-permeablearmatureis calledtheMaxwell-

force. Contraryto this commonlyusedforce,thereactionforceof aconductorcarryinga cur-
rent in amagneticfield is calledtheLorentz-force. Successfulintegrationof thesephysical
effectsandtheconstructedelectromagneticsubsystemcanbeutilized asarotarymotor,linear
actuator,radial bearing,thrustbearing,etc.

(2) Molecule-sizeResolution

Oneproblemof electric-motorsis therippleof motionat low-speedoperatingregionsdueto
thefinite poleeffect. Therotoralwaysrestsat thefinite circumferencepositionswhichhave
theminimum magneticflux (potentialenergy). Thusthereareinheritedlimitations for res-
olutionof control. Thenon-polemagneticfield providedby acoil, on theotherhand,setsno
resolution limitation. The resolutionlimit, in turn,is set by sensors,instrumentationand

controlstrategies.Magneticsuspensionsystemsprovideapromisingapproachfor achieving
positioningwith nanometerresolution.

In thispaper,a linearpositioningsystemwith a linearforceactuatorandmagneticlevitationis to
bedesigned.By locatinga permanentlymagnetizedrod insideacurrent-carryingsolenoid,theaxial
forceis achievedby boundaryeffectof magnetpolesandutilized to powerthe linearmotion,while the
force for levitation is provided by magneticbearingand governedby maximum linkageprinciple.
With the levitationin a radial direction, there is no friction between the rod and solenoid. The demand

of high speed motion can hence be achieved. Under the proposed arrangement, the axial force act on

the rod is a smooth function of rod position, so the system can provide nanometer-resolution linear

positioning to the molecule size. It is known that an effective control system is the key condition for

successful implementation of high-performance magnetic levitated positioning systems. Major issues
for design of such control systems are:

(1) Nonlinearity

By assuming that the complete energy of the magnetic field is concentrated within the air gap.

The basic mathematical models of active magnetic bearing are obtained from Maxwell's laws.

The input-output relations are highly nonlinear despite the variables defined.

(2) Unmodelled Dynamics

Secondary effects such as copper resistance, stray fields and saturation are neglected.

(3) Disturbance Rejection

Because the load effect reacts directly on the servo system without transmission elements, the

capability of "disturbance rejection" is also required.

With the above considerations, a fuzzy logic controller with PD type rule-base is utilized. A

self-learning scheme for a fuzzy logic controller is used to form a proper rule-base for FLC. The

characteristics of this self-learning FLC are as follows:

(1) It is based on the adaptive neuron-like element concepts, statistical approximation, animal

learning and temporal difference predictive method [4].

(2) The scheme can get a quick learning rate by using the animal learning method.

(3) It is different from the supervised learning. Without knowing the system dynamics, this learn-
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ing schemecanlearnfrom pastexperienceto form arule-basefor fuzzy logic controllers.
(4) It is different from thestatisticalunsupervisedlearningscheme.Conventionally,thestatistical

unsupervisedlearning schemelearnsfrom the fail experiences,so it belongsto off-line
learning. In contrast,this schemeis anon-linelearningschemeby getting informationfrom
thecontrol process.

(5) As therule-baseformed,afuzzy logic controllercanwork independentlywithout a learning
mechanism.

Effectivenessof thecontrol systemsareillustratedby numericalsimulationresults.

SYSTEMDYNAMICS

SystemConfiguration

Considera magneticservosystemshownin Figure 1,whererl is 1.1 cm, r2 is 1.0 cm and the

length of the rod is 1.0 cm; the length of the solenoid is 10 cm. The current supplied to the solenoid

will generate a magnetic field around the rod and result in a linear motion. To achieve the function of

levitation, the current in the solenoid must be kept in the direction that can maintain the stability of

radial motion. Under such condition, the axial motion is unstable, i.e., the magnetic force in axial

direction tends to push the rod away from the center of the solenoid. Hence the spring is required to

supply the force in the opposite direction. Also, the spring must be precompressed to avoid an un-

controllable equilibrium point. The additional magnetic beating system is used to keep the moving

part balanced in axial direction. With a biased current fed to the solenoid, the magnetic force in radial

direction is utilized to suspend the moving part, while, with the controlled current, the axial motion is

governed by the force caused by a non-uniform magnetic field in the boundary.

.... . ....

Figure 1 The configuration of a magnetic levitated linear positioning system
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Dynamicsof the System

The magneticforce inducedby the currentin the solenoidis a nonlinearfunctionof the position.The
dynamicequationof theservosystemcanbeexpressedas

XI ----X2

1
5c2= --_[KI . (xl + Xp) +K2(xl) • (i + ib)]

where

%, x 2 = position and velocity of the rod respectively, cm, cm/sec

K_ = stiffness of the spring, N/cm

K2(x ) = current controlled stiffness of solenoid-rod configuration, N/A

xp = pre-compressed length of the spring, cm

ib = biased current for levitation, A

i = controlled current, A

m = mass of the moving part includes the load, kg

K2(x_) is the input gain of the system, which is the nonlinear function of rod position described in Figure 2.

In short, the system can be simplified as the configuration in Figure 3, where K 2 is a nonlinear current

controlled stiffness spring.
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Figure 2 Force-position relation in axial motion.
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Rod

Figure3 Simplifiedmodelof axialmotion.

SELF-LEARNINGFUZZY LOGIC CONTROLLER

Architectureof Self-LearnlngFLC

In a FuzzyLogic Controllerdesigningprocess,we usea self-learningschemeto form a proper
control rule-baseautomaticallyfrom pastcontrol actionsandexperiences.After the rule-basehas
beenformed,anFLC canwork independentlyto controlthemagneticsuspensionsystem.

The architectureof the self-learningFLC is shownin Figure4. To achievetheon-line learning
purpose,a performanceevaluator(calledCritic element)is neededto determinethe systemperfor-
manceandtoreact to theenvironmentchangesat theendof eachlearningperiod. Thisunit produces
anexternalreinforcementsignal,R, to provide information for the learning mechanism to learn from.

While receiving the reinforcement, the external information is evaluated and an internal reinforce-

ment, k, is sent to the next unit by the adaptive critic unit (ACU). This signal helps to judge the

necessary changes of the control rules. The associative search unit (ASU) searches a proper control

force location in the rule space for each control rule in the rule-base of FLC according to the internal

reinforcement and system status. After the rules are changed, this rule-base is held over next learning

period to show its control effects and to accumulate its experiences. At the end of the next learning

period, an external reinforcement, R, is evaluated again and the learning process is continued

recurrently. It is shown that all firing strengths of control rules are sent to both ACU and ASU to assist

these mechanisms to accumulate past experience.

More distinctly, our learning process introduced above is implemented following the steps below:

(1) At time instance k, the firing strength I.ti, the control action ui in each rule, and the system

output y(k) are available.

(2) Critic element determines external reinforcement, R

(3) ACU evaluates internal reinforcement, ;"

(4) ASU updates control rules, ui

(5) FLC calculates the current action,f, by fuzzy inference

(6) Send the action to system, repeat steps (4) and (5) over this learning period

(7) Repeat step (1) at next learning period
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A Self-Learning Scheme for FLC

The learning algorithms are described as follows '
* The critic element •

_ l (l y N

* The adaptive critic unit ( ACU ) :

p(t) = Z"i=1 vi(t)lai(t)

;'= yp(t)-p(t- 1)

vi(t + 1)= vi(t)+ 13R_ti(t)

_i(t) = _._t,(t- 1)+ (1 - _,)lai(t)

O<y<l

0<13_<1

O<Z<I
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* The associative search unit ( ASU )

ui = FL × tanh(Kwi)

el(t) = 8ei(t- 1)+ (l -8)lai(Oui(O ,

wi(t + 1): wi(t)+asign(E)lei(t)( R + _.)]

0_<8<1

where R is the external reinforcement signal; N is the sampling numbers in a learning period; T is

the sampling period; the working range of error is [a,b]; ui is the control force of i-th rule; _1.i is the

firing strength of i-th rule; ei is called eligibility of the i-th rule; t" is the internal reinforcement eval-

uated by ACE; o_is the learning rate and 8 is the forgetting factor.

Simulation Result

In the simulation, the fuzzy logic controller reads the input terms "error", "change in error" and

concludes the output term "change in control force". The term "error" is defined in [-3,3] and is

partitioned into 9 equal-space intervals; the membership of each interval is of isosceles triangle form.

The term "change in error" is the measurement of the velocity, which is defined in [-50,50] and is

partitioned into 7 equal-space intervals. The geometry of its membership is also an isosceles triangle.

The 63 rules are initialized with random number and trained with algorithms described in the previous

section for 500 training process from initial condition 4.0 to setpoint 2.5. The simulation result is

given as Figure 5. In this figure, the results of the trained controller applied to different operating
points are also demonstrated.

CONCLUSION

From the results, the effectiveness of the learning scheme and the robustness of fuzzy logic con-

trollers are shown. It works well, though the input gain of the system varies with the operating point
significantly. Such capability is achieved by the nonlinearity of the fuzzy logic controller.
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Abstract

An implementation of a decoupled, single-input/single-output control approach for

the Large Angle Magnetic Suspension Test Fixture is described. Numerical and experi-

mental results are presented. The experimental system is a laboratory model large gap
magnetic suspension system which provides five degree-of-freedom control of a cylindri-

cal suspended element. The suspended element contains a core composed of permanent

magnet material and is levitated above five electromagnets mounted in a planar array.

1 INTRODUCTION

A research effort is underway at NASA Langley Research Center to demonstrate the mag-

netic suspension, positioning, and maneuvering of objects over wide ranges of attitudes.

Future applications of this technology range from magnetic suspension of wind tunnel mod-

els to advanced spacecraft experiment isolation and pointing systems. As part of this

effort, a Large Angle Magnetic Suspension Test Fixture (LAMSTF) has been designed and

built. The LAMSTF is a small scale laboratory model of a Large Gap Magnetic Suspension

System (LGMSS) which provides five degree-of-freedom control of a cylindrical suspended

element that contains a core composed of permanent magnet material. The suspended el-

ement is levitated above five electromagnets mounted in a planar array. The LGMSS is

a conceptual design of a ground based experiment which is to be used to investigate the

technology issues associated with: magnetic suspension at large gaps, accurate suspended

element control at large gaps, and accurate position sensing at large gaps [1]. The objec-

tives of the LAMSTF effort were to investigate the feasibility of the LGMSS concept and to

provide a test fixture for developing and demonstrating control approaches. A description

of the LAMSTF and some of the control approaches which have been investigated are pre-

sented in [2]. LAMSTF suspended element parameters and the field components generated

by the electromagnets at the centroid of the suspended element are given in the Appendix
to this paper.

This paper presents the implementation of a single-input/single-output (SISO) control

approach for the LAMSTF with numerical and experimental results. The control approach
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which was implemented was developed in [3] using the extended linearized model developed

in [4]. The control approach is proportional-derivative (PD), where the command torques
and forces are functions of positions and derivatives of position. The design technique

provides a dynamic compensator given the desired pole locations of the closed-loop system.
Numerical results are obtained which compare the desired poles to the actual coupled pole

locations for a candidate design. Experimental responses are also obtained on the LAMSTF

testbed and compared to simulation results.

2 EQUATIONS OF MOTION

The equations of motion for the LAMSTF were developed in [4]. The LAMSTF configu-
ration consists of five electromagnets mounted in a planar array. Figure 1 is a schematic

representation of the LAMSTF configuration and defines the coordinate systems. The sus-

pended element coordinate system consists of a set of orthogonal'_,._, _" body-fixed axes
which define the motion of the suspended element with respect to inertial space. The sus-

pended element coordinate system is initially aligned with an orthogonal x, y, z system fixed
in inertial space. The open-loop equations of motion are determined by evaluating the forces

Figure 1: LAMSTF Configuration

and torques produced on the permanent magnet core by the magnetic fields [5]. They can

be written as, )( = f(X,I) (1)

where

and

X= [F/_ f_ V_. V_ V_ Oy O_ z y z] T

I= [Ili21314Is ] T

In the state vector, Oy and Oz are rotations about the y and z axis called pitch and yaw,

respectively. The translations are x, y, and z, and f_ and V are time derivatives of the
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corresponding positions. The input to the system are the five coil currents, denoted by
I. In order to generate a linear model these equations are expanded about the nominal

operating point Xo,Io using a Taylor series expansion and simplified using small angle
approximations. Higher order terms are neglected in the expansion and motion about the

uncontrolled axis (x) is assumed to be zero. Details of the linearization are presented in
[4]. The linearized equations have the form

where

,Li( = A_X + B_I (2)

OJ( I an dA= -g2 Xo,1o

Expanding these equations yields,

I_fi_ =

z_fi_ =

mc_r_ =.

m c _/_ -_

m c Y _ -_

vM_ (-BzO_ - B_zx - Bv, y - B, zz) - vM_.KzI (3)

vi_ (-B_:O_ + B_yx + B_y + B_,z) + vM_K_Z (4)

vM_ (-Bx, Oy+ 2BxyO, + Bx_xx + Bxxyy + B_xzZ) + vM_K:_I (5)

vi_, (B_,0y + (Bvy - B:_) 8, + B_:y_:x+ B_vyy + B_y,z) + vi.eK:_J (6)

vi_ ((B_:: - B,z) Oy+ By_Oz+ B_:,_x + B_zyy + B:_zz) + vi_K:_zI (7)

where the B terms describe components and spatial derivatives of the magnetic field vector

at the equilibrium point. The first subscript of B refers to a unit vector direction, while

additional subscripts imply partial derivatives with respect to the coordinate system. The

K coefficients are row vectors which define the fields produced by each coil per amp of

current. Ic and mc are inertia and mass of the core respectively, and vMe is the product

of the core's volume and magnetization. The first terms on the right in equations (3)-(7)

are the torques and forces generated on the core due to perturbations in X, evaluated in
the presence of the uncontrolled fields and gradients produced by the constant bias currents

required to provide equilibrium suspension. The second terms are the torques and forces

generated on the core by controlling the coil currents about the suspension currents. The
controlled torques and forces can be written as,

[_c] =/_I (8)

where

-gz

K_

I3 = vMe K_ (9)

gxy

gxz

For the LAMSTF configuration /_ is full rank and the currents required to produce given
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commandtorquesandforcesbecome

I = B -1 Fec (10)

r0c

For equilibrium suspension the torques and forces produced on the suspended element must

be zero, except to counteract the effect of gravity. Therefore at equilibrium the suspension

currents are

[°10

Io= -1 o (11)
0

mcg

Although _-1 decouples the five degrees of freedom in terms of force commands, the

system dynamics are still highly coupled through the destabilizing bias terms in equations

(3)-(7). The bias currents, Io, are used to calculate the values of the bias fields and gradients

presented in the Appendix. Many of these terms can be shown to be zero due to symmetry
of the five-coil planar array. Referring to Figure 1, it can be seen that coil 1 is located

symmetrically about the x, z plane and so cannot produce field components in this plane
which are along the y axis. Furthermore, coils 2 and 5, and coils 3 and 4 form symmetric

pairs about the x, z plane. These coil pairs have equal bias currents; therefore the projection

along the y axis of fields from each pair is also zero throughout the x, z plane. This means
that at Xo, the y component of the field is zero and all of its derivatives with respect

to x and z are zero. Similar arguments can be used to show that Buy and Bzz are also

zero. Considering these zero terms, and making the additional approximation B_x_ -_ 0

and B_ _- 0, equations (3)-(7) become,

I_ o = -ICB_Ou - IiB::zx + To_ (12)

= -KB Oz + (13)

m_Ve = KB_:_x - KB:_Oy + Fec (14)

= +
ra_?_ = KBxzzz + F_c (16)

where the KB terms are constants equal to the product of vM_ and the corresponding field

or gradient value evaluated at Xo, Io. From these equations, it can be seen that the dynamics

in y, z and 0z are uncoupled and can be analyzed as single degree-of-freedom systems. The

dynamics in 0y and x, however, remain coupled. The strength of this interaction and its
effect on SISO control design will be addressed in the next section.

The term KBx in equations (12) and (13) is negative and causes open-loop instability.

These terms cause high frequency unstable modes referred to as compass needle modes.

Compass needle modes occur because, with the LAMSTF configuration, in order to achieve

gradients which generate the vertical suspension force, the core's magnetization vector must
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be aligned 180 degrees from the suspension field vector. These modes dominate the dynam-

ics in pitch and yaw. The bias terms KB_:x, and KB:_yy also cause unstable dynamics.

These terms are similar to the unstable bias flux stiffness terms encountered with small gap

magnetic bearings that use permanent magnet bias flux [6, 7]. The terms KBxz and KBxz_

cause stable coupling between x and 0y, and stable oscillations in z. Eigenvalues for the
LAMSTF open-loop system are presented in Table 1.

Mode Eigenvalue
Compass needle

Compass needle

y Translation

Stable Coupling

z Translation

-58.7793

58.7793

-57.8061

57.8061

9.7764

-9.7764

0.0000

0.0000

0.0000

0.0000

+ 7.9697i

- 7.9697i

+ 0.9556i

- 0.9556i

Table 1: Eigenvalues of the open-loop system

3 CONTROL SYSTEM EQUATIONS

The control design technique allows the designer to directly place the poles of the closed
loop system for each degree of freedom. Damping ratios and frequencies can be chosen to

provide adequate response to disturbance inputs. The position of the suspended element

is assumed to be known and is measured on the LAMSTF system by a set of five shadow

sensors. As mentioned earlier, the control approach is PD, where the command torques

and forces are functions of positions and derivatives of position. The command torques and
forces can be written as

: (17)
T_c = -(Pez + sRe,)8_ (18)

F_ = -(P:: + snx)x (19)

= - + y (20)

F_ = -(p_ + sR_)z (21)

Position and rate gains are denoted P and R, respectively, for each degree of freedom.

Control of pitch rotation and x translation will be examined first since these are the only

suspended element motions which are coupled. The approach is to close the loop around

each axis independently and to determine the effect of the cross-coupling on the performance
of the resulting system. Equations (17) and (19) can be written in matrix form as
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F_c x

where GF is the forward-loop transfer function matrix,

[Poy+sRo_ 0 ] (23)GF = 0 P_ + sR_

Taking the Laplace transform of system equations (12) and (14) and putting them in matrix

form results in

,s2rrtc x -K B_z K B_ x Fec

Substituting for T,gc and Fec in (24) and collecting terms results in

[ Ics 2 + Ro, s + Po, + K B.KB.z

The characteristic equation becomes

Ics 2 + Rov s + Po_ + K B_
KB_z

•1_B_, "B = 0 (25)
mcS 2 + R_s + P_ - I_ _x_ x

KB_z I= 0 (26)rncs 2 + R_s + P_ - K B_

Expanding the determinant yields

s2 + _ + I_ s2 + _ + Icmcm c me

where the system's characteristic equation has been factored into two decoupled second

order terms and a single coupling term. The coupling term in equation (27) is similar in

form to the natural frequencies of the second order terms; however, it does not depend upon

the feedback gains. It is possible to make this term negligible by increasing the position

gains on the x and 0y degrees of freedom. Ignoring the coupling term, the closed loop

natural frequencies and damping for the 0y mode can be written as

i Rou
Po_ + K B_ _o_ =

wo,= I_ 21(Po_ + KB_) i _

(28)

Similarly for the x control loop

Ip_ "B R_
- Ii _::_ (29)

_* = -- (_ = 2x/(P_ - IfB._:_) mc
mc

Solving these equations for P and R yields design equations which allow for pole place-

ment

Po_ = w_ Ic - g Bz Ro_ = 2_o_w0_ I¢ (30)

p_ = _._ + KB_ R_ = 2_m_ (31)
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The coupling term in equation (27) can only be ignored if the position gains are large,

which implies that the SISO pole placement will be accurate only for sufficiently high fre-
quencies. On the LAMSTF system this requirement was easily achieved. Table 2 shows

design versus actual closed loop eigenvalues when the pitch and x loops are closed indepen-

dently then analyzed as a coupled system. In each case the desired pole locations for the

pitch and x modes were equal. Table 2 shows that the pole placement is inaccurate for low

frequencies, but is reasonably accurate for frequencies above 75 tad/s, as expected. The

table also shows very little variation between design and actual pole location for changes in
damping.

SISO design poles

Frequency, rad/s Damping
10.000 0.707

30.000 0.707

75.000

100.000

0.707

0.707

150.000 0.707

75.000 0.100

75.000 0.300

75.000

75.000

75.000

0.500

0.700

0.900

Coupled poles

Frequency, rad/s
19.402

22.117

34.299

24.971

76.820

73.133

Damping
0.364

1.000

0.618

0.849

0.690

0.725

101.372 0.697

98.608 0.717

150.918

149.075

76.820

73.133

76.820

73.133

76.820

73.133

76.820

73.133

76.820

73.133

0.702

0.711

0.097

0.102

0.292

0.307

0.488

0.512

0.683

0.717

0.878

0.923
i

Table 2: Effect of coupling on accuracy of SISO pole placement

The characteristic equations for the remaining degrees of freedom can be obtained in

a manner similar to the pitch and x loops. Since these loops are uncoupled, the design

equations are exact. The compensator parameters as a function of damping ratios and
natural frequencies are given by,

Pez =w_ I_- KBx

P_ = w2umc + If Bxu_

Pz= 2 •Wxmc + Ii Bxzz

Roz = 2(o, wo, Ic (32)

Ru = 2(uWumc (33)

Re = 2(_Wzmc (34)
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4 IMPLEMENTATION

The design method generates compensators which achieve approximate pole placement in

the closed-loop system. The goal was to stabilize the experimental system and be able

to maintain stability in the presence of disturbance forces. Poles were chosen to yield a

system with a stiff response to disturbances and adequate damping to limit overshoot and

oscillations.

As a design example the natural frequency of each closed-loop pole pair was set to

75 rad/s and the damping ratio of each was set to 0.707. Using equations (30)-(34) and

parameters of the LAMSTF system, the position and rate gains were calculated. These

gains are listed in Table 3. In the implementation of the PD controller it is desirable to

Pe, = 4.94 × 10-2 Nm/rad R8_ = 5.84 × 10 -4 Nms/rad

P0_ = 4.98 × 10 -2 Nm/rad R0, = 5.84 × 10 -4 Nms/rad

P_ = 1.25 × 102 N/m Rx = 2.35 Ns/m

Py = 1.25 × 102 N/m Ry = 2.35 Ns/m

Pz = 1.25 × 102 N/m Rz = 2.35 Ns/m

Table 3: Position and rate gains for example design

limit the high frequency gain to minimize the effects of noise. Therefore, each PD loop was

implemented as the following lead network,

Pi + sRi (35)
s/wr + 1

where the roll-off frequency, wr, is greater than the bandwidth of interest. In practice this

was chosen to be 750 rad/second, an order of magnitude above the desired pole locations.

A state-space model of the fully coupled system was developed and combined with the

dynamic compensator to generate a continuous closed-loop system model. The damping
ratios and natural frequencies of the poles of the closed-loop system are shown in Table

4. The frequencies are higher than designed due to the effects of the roll-off pole in the

implementation.
The compensator designed above has been successfully implemented on the LAMSTF

testbed. The suspended element position was derived from a set of five optical sensors

arranged as shown in Figure 2. The sensors are based on power loss due to a shadowing
of a collimated beam. The five measurements of the suspended element's position were

sufficient to calculate the position and orientation in five degrees-of-freedom. The sensors

are accurate to about 10 microns and have a linear range of about + 1 mm. Dynamics from

the sensor electronics are negligible.
An EISA-class 486 personal computer was used to implement the controller. Data acqui-

sition, computation, and analog output were all handled by this computer. The controller

was implemented as a set of discrete state space equations. The SISO continuous transfer
functions were combined into a state space model and mapped into the discrete domain

using a zero order hold transformation. The controller was implemented at a sample rate
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Freq (rad/sec) Damping
85.39 0.648

76.91 0.730

81.48 0.703

81.09 0.669

81.50 0.703

635.2 1.000

635.3 1.000

635.4 1.000

641.4 1.000

641.4 1.000

Table 4: Natural frequencies and damping of closed-loop poles

ff

Figure 2: Geometry of shadow sensor system

of 1 kHz. A computational delay of 0.43 msec separated the input sampling and analog

output times. Performance of the controller was demonstrated by subjecting the suspended

element to equivalent pulse disturbance forces. Actuator currents corresponding to a given

disturbance force or torque are calculated for each degree of freedom using /_. These dis-

turbances are implemented by adding these inputs to the closed-loop coil currents. Since

the system has a nonzero steady-state error, the position of the suspended element tracks

the input disturbance. Position of the element and the input torques and forces are plot-

ted in Figure 3. The system remains stable and generally has a well damped response to
the disturbances. Response in the yaw, x, y, and z degrees-of-freedom are all similar and

consistent with design expectations. The response in pitch, however, contains slightly more
overshoot and more oscillation than the other degrees-of-freedom. The cause of the under-

damped response in pitch is currently being investigated and may be related to unmodeled

dynamics from eddy current loops in the aluminum baseplate of the system. Additional

testing and system identification are being performed to verify this hypothesis. A simula-
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Figure 3: Experimental response to disturbance input
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tion of the closed-loop system was developed with MATLAB's Simulink package [8]. The

simulation models the continuous dynamics of the plant and considers the effect of sampling

and computational delay in the implementation of the discrete controller. Figure 4 is a
block diagram of the system as implemented in Simulink.

x(n÷l)=_a(n)*Bu(n)_n)=Cx(n)+l_(n) i =Ax+BuJy=Cx÷l_

lklaySx5Dis._a_.space St_z-space

Figure 4: Block diagram of Simulink system simulation

Although the sampling frequency of 1 kHz is well above the closed loop dynamics, it

was discovered that a pure analog analysis produced different responses than a simulation

which considered the digital implementation. Figure 5 compares the full simulation, the

experimental data, and an analog simulation. Response in pitch is underdamped experi-
mentally, and the difference with respect to simulation can be easily seen. For the other

degrees-of-freedom the digital simulation and actual response match quite well. The ana-

log simulation, however, predicts a faster rise time and more overshoot in each case. A

discrepancy between the frequency response of the continuous and discrete controllers was

also noticed and appeared to be related to the high gain of the controller at the Nyquist

frequency. Since the controller design was defined in the continuous domain, the differences
between the digital and analog simulations are important to note.

5 CONCLUDING REMARKS

A decoupled control approach for a large gap magnetic suspension system has been pre-

sented. The magnetic suspension system is a planar array of electromagnets which provides

levitation and five degree-of-freedom control of a cylindrical permanent magnet. The con-

trol approach assumes decoupled models for each degree of freedom. Position and rate gains
for a dynamic compensator are computed based on desired pole locations. In the actual

system, however, the system's dynamics remain coupled through bias terms resulting from

the bias currents required to produce equilibrium suspension. The closed-loop performance,
therefore, must be verified by applying the compensator to the coupled system model.

This technique provides the control designer simple and intuitive parameters to adjust

in order to achieve closed-loop performance. In order to investigate the effects of coupling
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between pitch and x translation, an example design was performed using the parameters of

the Large Angle Magnetic Suspension Test Fixture (LAMSTF). Results of the design indi-

cate that the damping ratios and natural frequencies of the coupled axes differ only slightly
from design values. The control approach has been experimentally demonstrated on the

LAMSTF system. Transient responses to pulse inputs compare favorably with simulations
of the closed-loop system.
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A APPENDIX

This appendix presents, in the form of tables, LAMSTF suspended element parameters,

electromagnet parameters, and components of fields and gradients (including second-order

gradients) generated by the LAMSTF electromagnets at the centroid of the suspended ele-

ment. The LAMSTF contains a planar array of five room-temperature electromagnets, with

iron cores, mounted in a circular configuration. The configuration is shown schematically,in

Figure 1. For a more detailed description of the LAMSTF see [2]. The fields and gradients

were calculated using VF/GFUN [9], including the pre- and post-processor OPERA, with

all iron cores modeled. Physical parameters of the LAMSTF are presented in table A1.

Electromagnet fields and first-order gradients generated by the suspension currents at the

equilibrium point are presented in table A2. The fields, first-order gradients and second-

order gradients generated by each coil at the equilibrium point are presented in table A3.

It should be noted that only non-zero terms are included and the full set of components is

not listed in the tables since Bij = Bji and Bijk = Bikj.

Core diameter

Core length

Suspended element mass, mc

Suspended element inertia, Ic

Core volume, v

Core magnetization, M_

Suspension height

Electromagnet outer radius

Electromagnet inner radius

Electromagnet height

Iron core radius

Location radius*

8.509 × 10 -3 m

5.08 × 10 -2 m

22.124 × 10 -3 kg

5.508 × 10 -6

2.889 × 10 -6 m a

7.785 × 105 A/m

0.1 m

0.0825 m

0.0475 m

0.105 m

0.038 m

0.1375 m

* Distance from center of array to axis of given coil

Table AI: Physical parameters of LAMSTF

Component Field strength, Tesla

BX

Bxz

BXXX

B 2_,T. Z

Bxyy

B.T.ZZ

-8.1863e-03

9.6504e-02

4.9139e-01

-2.4689e-04

9.4051e-01

-8.9865e-03

Table A2: Values of bias fields and gradients at suspension point
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Component

Ky
Kz

Component

/_Ixx

Kyz

gzz

Component

Fields, Tesla/Amp

Coil 1 Coil 2 Coil 3 Coil 4 Coil 5

2.3100e-04 7.1000e-05 -1.8700e-04 -1.8700e-04 7.1000e-05

0 2.2000e-04 1.3600e-04 -1.3600e-04 -2.2000e-04

-9.4000e-05 -9.4000e-05 -9.4000e-05 -9.4000e-05 -9.4000e-05

First-order field gradients Tesla/m/Amp
Coil 1 Coil 2 Coil 3 Coil 4 Coil 5

2.1790e-03

0

-2.7230e-03

-1.8920e-03

0

-2.8700e-04

Coil 1

-1.5030e-03

1.1960e-03

-8.4100e-04

1.7900e-03

-2.5900e-03

-2.8700e-04

Second-order field gradients Tesla/m2/Amp
Coil 2 Coil 3 Coil 4

7.7200e-04

-1.9360e-03

2.2030e-03

-4.8500e-04

-1.6000e-03

-2.8700e-04

7.7200e-04

1.9360e-03

2.2030e-03

-4.8500e-04

1.6000e-03

-2.8700e-04

-1.5030e-03

-1.1960e-03

-8.4100e-04

1.7900e-03

2.5900e-03

-2.8700e-04

/_PXX_

If xzx

Ii_yz

Kxzz

3.4340e-03

0

-5.3466e-02

-2.1916e-02

0

2.5400e-04

-1.8276e-02

-1.4560e-02

1.6371e-02

-1.1938e-02

8.7350e-03

7.8000e-05

1.6559e-02

1.3733e-02

-2.6790e-02

2.2896e-02

-1.4134e-02

-2.0500e-04

1.6559e-02

-1.3733e-02

-2.6790e-02

2.2896e-02

1.4134e-02

-2.0500e-04 i

Coil 5

-1.8276e-02

1.4560e-02

1.6371e-02

-1.1938e-02

-8.7350e-03

7.8000e-05

Table A3: Field and gradient values for each coil, Tesla/Amp
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SUMMARY

Two Magnetic Suspension and Balance Systems (MSBS) at the National

Aerospace Laborat--ory (NAL) in Ja--pan are-introduced. They are 10cm MSBS

and 60cm MSBS. They have 10cm x 10cm and 60cm × 60cm test sections.

The control of suspending a model at the 10cm MSBS is the 6 degrees of

freedom including the rolling moment control. The model for the roll-

ing moment control has two pairs of small extra permanent magnets at

both its ends plus a main cylindrical magnet. The rolling moment is

generated by the magnetic forces acting on the extra magnets by con-

trolled current passing through the four side coils independently.

Test results show the roll angle of the model is controlled in this

way. The dynamic calibration test was carried out at the MSBS in 5

degree of freedom without the rolling moment control. The model is a

simple cylindrical magnet magnetized along its axis. The obtained

results show that the dynamic calibration with measured magnetic field

intensity is much superior to that with the coil currents. The 60cm

MSBS was designed with some data obtained at the 10cm one. It is

fundamentally proportional to the 10cm one in size and coils position.

The measured magnetic field intensity is not so strong as expected at

design. It was operated first in 1993. The control is 3 degree of

freedom in the longitudinal direction. The size of it is the largest
one in the world presently.

INTRODUCTION

The MSBS is a very attractive instrument of the wind tunnel test-

ing technologies because it can provide the support interference

free test data and so on. However, only several MSBS's have been

operated in the wind tunnel tests in some countries (ref. i). The

maximum one was the 40 cm × 60 cm in its test section at Russia (ref.

2). Primitive study was started at NAL about 8 years ago to build a

practical sized MSBS in the future. The 10cm MSBS was built in 1985 and

was operated first in 1987 (ref. 3). It has been improved in many

points since that time. The purposes of the 10cm MSBS were to examine

the way of designing it and to get a way of designing a larger one and

to gain experience in operating it. Some fundamental data relating to

I_._GE BLANK NOT F'tL!MF_O
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the MSBS have been obtained with it. The 60cm MSBS was designed and

built with the data. It has been operated in the 3 degree of freedom

since March in 1993. It is the largest one in the world in size as

shown in Figure i. The two MSBS's and some test results which have

been obtained through the study of them are introduced in this paper.

NAL 60cm

TsAG140x60

MAI 30x40 f'-NASA LRC ....
:....... Y"'"" ":" "-"q ....... i

', I I :
I

, , ',
: I I :

I

: i I '
I

".......
immmmmm_m_ _mm_mmm _im

Southampton

Figure I. Test section size of large MSBS's

Symbols

H magnetic field intensity.

averaged H zHz ave.

Y
z

(x,y,z)

(H x, Hy, H z)

mi magnetic charge. ( i = i, ..., 8 ) See Figure 5.

mt magnetic moment of extra magnets. See Figure 5.

r distance to the extra magnets from model center. See Figure 5.

w distance to coil end from x axis. See figure 5.

x coordinate in the direction of centerline of test section. The

x axis is on the horizontal plane. See Figure 2

coordinate in the perpendicular to xz plane. See Figure 2.

coordinate in the normal direction to the horizontal plane.

coordinate system. Origin is located at the point across

the symmetrical plane of the MSBS and the x axis.

roll angle of model. See Figure 5.

mg gravity force acting on a model.
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lOcm MSBS

System Description

Coil Arrangement

The 10cm MSBS has 8 iron cored coils and 2 air cored coils as

shown in Figure 2. The 8 coils are arranged in the axial symmetry with

respect to the x axis. All coils are placed symmetrically with respect

to the yz plane at x = 0. The coils are numbered as shown in the

figure and identified with their number in this paper. The dimensions

of the coils are listed in Table I. A wind tunnel test section is

placed through the two air cored coils along the x axis. A part of the

section wall is made of transparent plastic. The position of a model

inside it can be measured with the model position sensor through this
part as shown in the figure.

X

model position

sensing system

Figure 2. Coil arrangement at the NAL's MSBS's

The two air cored coils generate aHx/aX . The magnetic force in the

x direction (drag) acts on a permanent magnet magnetized in the x

direction with the OHx/aX. They are called drag coils for their purpose

in this paper. Similarly, the coils of i, 3, 5 and 7 are called lift

coils. The coils of 2, 4, 6 and 8 are also called side coils in this

paper. Currents passing through the lift coils generate Hz. The ÜHz/@X
generates the magnetic force in the z direction (lift) acting on the

model magnetized uniformly in the x direction. The averaged H z on the
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nerates the magnetic moment about the y axis (pitching moment)
model ge ..... _ _ @H /@x and the averaged Hu on the model
acting on tne mou_. _i_ y .....

the ma netic force in y direction (side force) ana moment
generate g ..... •.... the model The magnetic
about the z axis (yawing moment) _u_xL,y _,_
moment about the x axis (rolling moment) will not be generated with

the model magnetized in x direction. Some extra magnets magnetized

perpendiculars to the model axis are attached for the rolling moment

at the 10cm MSBS.

coil No. turns core size(mm)
purpose

0 9 240 120 x 120
• air cored

1 3 5 7 200 50 x 50
• " ' iron cored

2 4, 6, 8 i00 40 x 40
' iron cored

drag force

lift force

pitching moment

side force

yawing moment

rolling moment

Table I. Dimensions of coils of the 10cm MSBS

Models

Each model for the 10cm MSBS has a cylindrical permanent magnet in

it along its center line at least. The magnet is magnetized in its

axial direction. Almost all magnets which have been used at the 10cm

MSBS are Alnico. Models with a cylindrical magnet inside are con-

trolled in the 5 degree of freedom without the rolling moment control.

Two pairs of extra small magnets are placed at the main cylindrical

magnet ends as shown in Figure 3. One pair of them is rotated by 90

degrees about the model axis to the other one. Two magnets of each

are placed in the way of facing with the same kind of the pole.

As a result, the extra magnets are Sm-Co ones to keep their high inten-

sity of magnetization.

air magnets

nzain magnet

p_ir magnets
/

Figure 3. Magnet arrangement inside a model
for rolling moment control
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Besides those models, small simple cylindrical magnet models

are tested at the lOcm MSBS to examine the control ability. The small-

est one is 50 mm long and 6 mm in its diameter. The tested cored

magnets and models are listed in Table II. The model length is limit-

ed by the measurable range of the model position sensing system.

shape diameter length control core magnet

Rocket type 16 150 6 degree Alnico-5+Sm-Co

Rocket type 16 i00 6 degree Alnico-5+Sm-Co

cylinder 16 80 5 degree Ferrite

cylinder i0 125 5 degree Alnico-5

cylinder 8 80, 60, 50 5 degree Alnico-5

cylinder 6 80, 60, 50 5 degree Alnico-5

Table II. List of models at the 10cm MSBS

Model Position Sensing System

The model position sensors are developed at NAL. The features are

reflection type and its rapid measurement. The image of a model is fo-

cused on a screen in the system with a lens. The model is painted in

white and some marks are written on it in black. Three one dimensional

CCD array sensors are placed in the letter H. The image of the model

makes some dark and bright parts on the sensors according to the model

position. The model position can be estimated accurately by counting

the positions of the boundaries between the dark and bright parts on

the arrays. The detail of the sensor is described in reference 4.

This system gives a feature to both MSBS's at NAL. It is in

operation with the system. The model position can be controlled

arbitrarily by changing the system position while it is kept at a con-
stant position with respect to the system.

Power Supply

The power supply consists of i0 bipolar current control mode power

units. The maximum current of the units is 15 A. The 2 units for the

drag coils are different from the others a little. The maximum voltage
of them is 20 V but that of the other ones is 18 V. All coils are

provided with current by their independent power units. The power

units are controlled by voltage signals from i0 DA converters. DC

outputs for the current monitors in the units are available. Their

accuracy is within 30 mA at most in their full range. The side coils

are controlled with independent DA converters. The signals to control

them are calculated to control the y direction translation, yawing
motion, and rotation of the model.

Controller

The MSBS is controlled by a personal computer with Intel 486 of 20

MHz. The cycle of feedback control is 397 Hz and its timing signal is

generated accurately by a crystal oscillator. The control algorithm is
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the PI control plus double phase advance like the MSBS in reference 5.

The coefficients of these control elements can be changed during its

operation. The model position is displayed graphically in real time. A

setpoint of it can also be changed both in step-like and continuous

ways. The sinusoidal motion of the model is available. This mode was

used in the dynamic calibration test.

Data Acquisition

Another personal computer is used for the data acquisition. The

controller generates an interrupt signal to the data acquisition

computer and also sends the model position data to it. The computer

measures the current monitor output of the power units synchronisti-

cally with the controller. All data are stored in its memory in real

time.

Measured Magnetic Field

The minimum distance between the two facing iron cored coils in

the 10cm MSBS was 120 mm but it is 130 mm presently. The change was

carried out in 1992 to make the test section removal easier. The

distance between the drag coils became shorter by 40 mm to improve its

drag force generation ability. The magnetic field intensity was meas-
ured in detail before the improvement. The whole magnetic field inside

the 10cm MSBS is shown in Figure 4 although the measurement was car-

ried out before the modification. It shows the well controlled magnet-

ic field is generated in it.

I
i

coil 0,9 ' 4 A

coil 1,3 .... 4 A

coil 5,7 ' 4 A

coil 2,4 " 0 A

coil 6,8 ' 0 A

\- test section

drag and side coils
are not drawn here

Figure 4. Measured magnetic field inside the 10cm MSBS
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Wind Tunnel

A small supersonic wind tunnel of the blow down type was reformed

as a wind tunnel for the MSBS. The test section size is i0 cm × i0 cm.

A downstream part of the old contraction was replaced by a new one

made of aluminum. The test section is also made of aluminum. Two

windows are equipped on the side walls for the model position

measurement. The maximum available flow speed is about 60 m/s. The

flow uniformity in 60mm × 60 mm about the center line is good and its

deviation is less than 1% at x = 0. The turbulence intensity measured

at the center with a hot wire is within 0.5% when the flow speed is less

than 36 m/s. But the flow angle uniformity was found to be poor. As a

result, this tunnel is used for examining the model suspension ability
in the flow but not for measuring any aerodynamic test data.

Rolling Moment Control

Principle

The rolling moment can be controlled at the MSBS when a special

model is used. The model contains the two pairs of extra magnets at

both ends of a main magnet. The two magnets of each pair and

the four iron cored coils surrounding an end of the model can be

replaced by two magnetic moments and four magnetic charges in their

effects as shown in Figure 5. Analytical estimation (ref. 6) shows

that pure rolling moment acts on the model by placing the same polar

magnetic charge at the two side magnet positions. The other forces and

moments do not act on it. The estimated magnitude of the rolling

moment is shown in Figure 6. The pair magnets do not generate any

rolling moment in the uniform magnetic field in any direction. As a

result strong coupling among the controls of forces and moments is not
expected.

m5

(ow)
magnetic charge

magnetic moment
magnetic charge _ / (rot)

/ 77_ 8 ," p "-,/_( magnetic charge
' .-l_" rn /

,"' / [ //" _ _ / _-),"_ ,_

magnetic moment

(rot) I
i magnetic charge

7 ( = -ms )

Figure 5. A model of rolling moment generation
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Figure 6. Estimated result

Figure 7. A model during the rolling moment calibration test

Test Results

Tests were conducted two times with different models. The model of

the first test is shown in Figure 7. The model of the second test is

different in the size and shape of the pair magnets. A part of the test

results is shown in Figure 8. The rolling moment is controlled well.

According to the figure, the relation between the rolling moment

magnitude and the current for generating it are the same as expected
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by the principle. Besides, the roll angle effects on the other forces

and moments are also small as shown in Figure 9. Both test results

look very similar to each other. As a result they show the principle
of generating the rolling moment right.
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-2

-3
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I I I I I
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Figure 8. Rolling moment calibration test results
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Figure 9. Coupling effects among forces and moments
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Dynamic Calibration Test

Dynamic Calibration Analysis

Dynamic calibration is a very attractive way of calibrating the
balance function in the MSBS. Static calibration of the MSBS is ex-

pected to be very elaborate if the model is in various attitudes. The prin-

ciple of the dynamic calibration is simple. The practice of th_ cali-
bration is much easier than the static one. But the obtained results

do not show good accuracy compared with those by the static calibra-

tion presently. A preliminary dynamic calibration test was carried out

with the 10cm MSBS.

200

150

b,t

100

-4

-3

-2

--1"

0

% • - . • : % ."

k / ; / "-./ k:

, I , I , I , I
0.2 0.4

time (sec)

Figure i0. Measured z position and lift current
at i0 Hz heaving motion
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Dynamic Calibration Tests and Results

Current passing through each coil and the model position and H z

just below the coil 5 were measured in real time during a model heav-

ing at various speeds. The model is a simple cylindrical magnet with a

sheet of white paper. The magnet is 125 mm long and i0 mm in its diame-

ter. The weight of it is 72.8 g. The control frequency is 397 H z. The

lift current is defined here as a half sum of both currents pass-

ing coils 1 and 5. The lift current does not lie on the i0 Hz
sinusoidal wave so accurately as the measured z-position and H z in

Figures i0. Besides the difference in phase between z-position and the

current is much larger than between z-position and H z.

The estimated force/current constant is affected by the frequency

as shown in Figure ii. The resuls looks similar to the those in refer-

ence 7. On the contrary, the force/H z constant looks constant when the

frequency is larger than 9 Hz. The static results are estimated from

the model mass and the averaged measured H z at each frequency. The

static ones are very near the constant value of the dynamic results

although there still exists a little difference between the two con-
stants. This fact means that measuring the magnetic field intensity is

superior to measuring the coil currents for the magnetic balance.

Although only one H z was measured in this preliminary test, it is

more desirable to measure the magnetic field intensity at many points

on the test section walls near the coils.

6O
Z

40
r_

O
o
N

2O

Dynamic Calibration Test

i I i I I I I

0

I

_ • • _,________• • _'._'.,,_ .__.,,_-',- -r,- -."
M. -- )_ -- N -- _( -- 9(-- -K-- --X-- --)_

0 0 0 0 0 0 0 0 0

0 0 0

_ o • force/Hz
o force/current

- x static result
o

0 0 0 0 0 0
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Figure ii. Dynamic calibration test results
with sinusoidal motion in z
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60cm MSBS

System Description

Coil Arrangement

The 60cm MSBS has 8 iron cored coils and 2 air cored coils ag the

10cm MSBS. The four lift coils are subdivided into two parts in each.

Constant current passes through the half part of each lift coil to

generate the constant large @Hz/aX. The turns and sizes of the coils

are listed in Table III. The assembled coils are shown in Figure 12.
The positions of the coils are a little different from those of the

10cm MSBS. The drag coils are closer to each other than in the 10cm

MSBS to get good efficiency of generating large aHx/_X. The two sets of
four iron coils at front and rear positions are closer to each other than

in the 10cm MSBS. The test section of the 60cm MSBS is the largest in
the world as shown in Figure i.

coil No. turns core size(mm) purpose

0, 9 50 620 x 620 drag force
air cored

I, 3, 5, 7 97+97 200 x 200 lift force

iron cored pitching moment
2, 4, 6, 8 i00 200 x 200 side force

iron cored yawing moment

rolling moment

Table III. Dimensions of coils of the 60cm MSBS

Figure 12. Assembled coils at the 60cm MSBS
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Models

There is only one magnetic core for two models at the 60 cm MSBS.

One model is 461.5 mm long and 60 mm in its diameter and about 1.3 kg

in its weight without the magnet. It has a large room inside it for

mounting some instruments. The other model is 381 mm long and 55 mm

in its diameter and about 500 g in its weight. It looks similar to the

other one but is much lighter. It does not have much room inside it.

The permanent magnet is cylindrical and 50 mm in its diameter and 300

mm in length. The material is Fe-Ni-Co magnet and the flux of magnetic

induction is 0.00238 Wb.

Model Position Sensor

The model position sensor at the 60 cm MSBS is similar to the one

at 10cm MSBS. But it has a zoom lens system and adjusts the size of the

image on its screen. The image size is about 1/3 of the model size.

Analytical estimation shows the accuracy of the sensor does not vary

with the image size except in the y position.

300

200

. _,_

_ 100

NAL 60cm MSBS

Magnetic field Intensity in z direction

I I I I i I I

o measured data downstream /

2.6G /Aoi, , L I , J

\

20 40 60 80

current (A)

Figure 13. Measured Hz at the 60cm MSBS

Measured Magnetic Field

Power Supply

The power supply for the MSBS consists of five bipolar current

control mode power units and two uni-polar power units for bias coils.

The maximum current and voltage of the units are 75 A and 60 V. The

forward lift coils 1 and 3 are connected to each other and are pro-

vided with current by a power unit. The pairs of coils (5,7). (2.4).
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(6,8) and (0,9) are also connected in one respectively in a similar

way. The 5 degree control in freedom will be available with this power

supply. An extra two power units will make the control be available in

6 degrees of freedom at the MSBS as at the 10cm MSBS. The power units

are controlled by voltage signals from five DA converters and monitor

DC outputs of the units are available as in the 10cm MSBS. Those power

units are linear. The error is within 0.1% of their full range.

Controller

The MSBS is controlled by a personal computer as in the i0 cm

MSBS. The feedback control speed is 248 Hz. The control algorithm is

the same as in the lOcm MSBS. There is no data acquisition computer

but the model position and signal outputs for the power units are

stored in its memory in real time.

The generated magnetic field intensity is weaker than that designed

in the z direction by 30 %. Figure 13 shows the measured one.

Figure 14. A suspended model at the 60cm MSBS.

Some Suspension Results

The larger model was suspended in the 60 cm MSBS in 3 degrees of

freedom in the longitudinal direction. The four side coils generate

the magnetic field to put the model along the center line. Figure 14

shows the model in suspension. The pitch angle and z location of the

model were changed by moving and rotating the model position sensing

system. The system is mounted on a stage. The stage is composed of two

substages which are used for rotation and for translation in z. The

system position in pitch angle and in heaving can be changed by

controlling the substages independently. These tests were carried out

in a very primitive sense.
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REMARKS

The two magnetic suspension and balance systems are in operation

at NAL. The smaller one, the 10cm MSBS, was first operated in 1987.

The examination of MSBS design method and study of MSBS operation have

been carried out with this MSBS. A model with two pairs of extra

magnets plus a main magnet inside it can be suspended in the 6 degrees
of freedom. The way of rolling moment control was examined two times

with different models and the results show the way is right. A prelimi-

nary dynamic calibration test was carried out. The dynamic force

calibration with the coil currents looks poor in accuracy as well as

in reference 7. But the calibration with measured magnetic field
intensity is very superior to that.

The larger one, the 60cm MSBS, was designed with obtained test

results and experiences with the lOcm MSBS and first operated in 1993.

A model with a cylindrical magnet can be suspended in the 60 cm MSBS

in 3 degrees of freedom in the longitudinal direction. The measured

magnetic field intensity in z direction was less than the designed one

by about 30% in its magnitude. The system has 5 power supply units and

it can potentially suspend a model with a cylindrical magnet in the 5

degrees of freedom. The size of it is the largest in the world.
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SUMMARY ,_ / _"

Models featuring the simulation of exhaust jets were developed for magnetic levitation in a wind

tunnel. The exhaust gas was stored internally producing a discharge of sufficient duration to allow

nominal steady state to be reached. The gas was stored in the form of compressed gas or a solid rocket

propellant. Testing was performed with the levitated models although deficiencies prevented the detection

of jet-induced aerodynamic effects. Difficulties with data reduction led to the development of a new force

calibration technique, used in conjunction with an exhaust simulator and also in separate high incidence
aerodynamic tests.

INTRODUCTION

The aerodynamics of base flows are particularly subject to support interference and it is desirable

for the Magnetic Suspension and Balance System (MSBS) to be capable of such investigations. The

influence of the propulsion system on flight vehicle base flows leads to the conclusion that a commercial

wind tunnel equipped with an MSBS should be capable of propulsion simulation tests. Performing these

tests with a magnetically suspended model presents a particular challenge, given the complexities of

achieving such simulation, of inlet and exhaust flows simultaneously for some models, even in a
conventional wind tunnel.

The aim of the work outlined in this paper was to address the issue of providing an exhaust flow

from a magnetically suspended model free from an umbilical. The overriding design consideration for this

simulation, as no support exists through which to supply a gas, became the need to incorporate a gas
generator within the levitated model.

An evaluation of exhaust flow simulators was undertaken as a cooperative venture between

Physical Sciences Inc. (PSI)ofAndover, Mass. and the University of Southampton, England, funded under

the NASA LRC SBIR scheme NAS1-17496. In terms of hardware PSI contributed a complete model for

the work described in this paper, based on the use of stored liquid CO z as a gas source, while the

University provided a model featuring a solid propellant gas source, the magnetic suspension system and
associated wind tunnel.

The wind tunnel is horizontal and its magnetic suspension system comprises a set of ten actively

controlled copper wire electro-magnets, some with air and some with iron cores, positioned around the

test section, acting upon a magnetised model. The coil and model geometries allow the control of up to
six degrees of freedom. The system is stabilised by the action of an optical system which senses model
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position and attitude, feeding to digital control software in control loops which generate demands for
current from individual power supplies for each electro-magnet. The computer allows also the control of

position and attitude by change of set point. A schematic of the magnets and model is shown on figure
1. The test section is 7 inches across and allows the testing of models of length about 5 to 8 inches

depending on angle of attack. The role of the electro-magnets is to magnetise the model, support its

weight and resist aerodynamic and propulsive system force and moment components. The sum of each
of the force and moment components acting on the model during a test is measured by establishing a

relationship between them and the set of currents, by means of calibration.

i

@

\

A;r ccre$

'1

_ [ror" cores

Figure 1. Wind tunnel magnetic suspension and balance system.

Array of electro-magnets around the test section.

Prior practice had been to levitate model designs comprising a non-magnetic outer aerodynamic

shell normally containing permanent magnets, although we had experience in suspending models with iron

cores and also a superconducting core. In view of the demands of the propulsion simulation experiments,

namely a need to withstand a reasonably high force, to provide gas storage space, a nozzle and perhaps

controls, it was decided to avoid the non-magnetic shell and instead to use iron for the whole of the

model to easily allow a complex internal geometry, the maximum magnetisable volume and a high force

capability provided the model was well magnetised. Essentially the model would be axi-symmetric and

therefore need active control in only five degrees of freedom, rolling being prevented passively by an

offset centre of gravity.

MODIFICATIONS TO THE SOUTHAMPTON MSBS TO ALLOW PROPULSION SIMULATION

The major change required was provision for the magnetisation of ferrous models, by means of

current components in appropriate electro-magnets. The magnetisation method was novel in that the

magnetisation vector was rotated to match the instantaneous angle of attack of the model. This was the

first use of an adaptive magnetisation procedure, allowing the suspension of iron models over the full

angle of attack range available with the Southampton MSBS 1.

Normally the streamwise position of the model is monitored with a laser light beam directed across

the base of the model. This region was now to be occupied, at least in part, by exhaust gas which we

could not be sure would not affect the beam. Therefore this component of model position was monitored
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at the nose,requiring a software trigger to be installed to switch off electrical power to the electro-
magnets when the model was absent.

EXHAUST SIMULATOR SPECIFICATION

The notional design would comprise a gas generator, controls and rear-mounted nozzle all

contained in iron. The propulsive force vector would be along the model axis and generally horizontal,

resisted partly by the air-cored electromagnet pair 1,2 on figure 1. Force capability was limited by current

to about 1 lb. The good resolution of forces and moments required, in our experience, a steady model and

currents. Good resolution was necessary if the aerodynamic effects of exhaust flows were to be separated.
A minimum thrust-on duration was therefore set by the need to allow time for model motion transients

to die away following firing. The model position control system had a natural frequency of order 10Hz

with fairly good damping not far short of critical and therefore as a minimum the thruster needed to run

steadily for about a half-second for the model to steady with another half second or so to allow data
sampling and averaging.

Exhausts are often characterised by nozzle pressure ratio. The ratio of specific heats of the jet y

is also an important parameter 2. The importance of other jet properties such as temperature, pressure,

Mach number and Reynolds number depends on the particular propulsion simulation test to be attempted,

which typically might be a rocket or jet engine exhaust. The test engineer is forced to compromise,

selecting a small number of parameters to be correctly scaled for each investigation. Reference 3 is a

review of requirements. Thrust duration and time profile were the main design drivers in this exploratorywork.

A review of safety, cost and convenience issues eventually narrowed down the several options for

on-board gas generator and led to the use of two commercially available generators. In turn this decision

introduced constraints on the available generator size and therefore total mass of stored gas. The

combination of design considerations led to the use of small diameter exhaust jets in relation to the body
diameter, compared with many flight vehicles.

CARBON DIOXIDE THRUSTER

A compressed gas thruster was selected by PSI for proof of concept propulsion simulation trials.

The decision to develop the compressed gas thruster was based on the perceived simplicity 4. In the

absence of any source of heating this type of thruster would by its nature generate a low temperature jet

in comparison with many engines, but could be fairly representative in terms of y and jet Mach number.

A thruster was proposed containing a small disposable CO, bottle, the contents of which could be

exhausted via a nozzle. The major difference between the initial proposal and the design eventually tested

was that the initial proposal incorporated a control valve to regulate gas flow. However no fast-acting
valve was commercially available to match the small scale of the model and PSI were forced to omit a

valve from the final design. Figure 2 is a simplified sketch of the layout of the model showing the

important components. To initiate the gas discharge a laser beam was shone into a window on the forward
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part of the model, firing a squib to puncture the bottle.

Firing
electronics

Explosive
squib

Electromagnetic
alloy body

Firing
window

Nozzle

Battery Gas bottle Pin Settling
chamber

Figure 2. Schematic of compressed gas exhaust simulator model.

Thruster Performance

In the design study for the small scale carbon dioxide propulsion simulator _, PSI envisaged a

stepped (or top-hat) thrust profile of two to three seconds duration. Such a profile would have been
suitable for exhaust simulation in the Southampton MSBS. A typical profile from the actual thruster is

shown in Figure 3. A peak corresponding to puncturing the gas bottle is followed by an almost

exponential decay in thrust over a period of around one second.

Thrust (N)
4

3

2

1

J

0
0 0.5 1 1.5

Time (s)

Figure 3. Thrust profile produced by the compressed gas exhaust jet simulator.

The critical factor leading to the discrepancy between the expected and actual thruster behaviour

was the assumption that the propulsion simulator model had enough thermal mass to maintain the

temperature of the carbon dioxide bottle and contents during a firing. The observed thrust decay is a result

of rapid cooling of the thruster as the carbon dioxide absorbs heat for vaporisation and expansion from
the model structure. This cooling reduces the vapour pressure and consequently the rate of CO2

vaporisation.
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CO_ Thruster Trials

The ultimate aim of the wind tunnel tests conducted using the suspended CO2 thruster was to

measure the difference in drag coefficient caused by the presence of an exhaust plume. To make this

measurement it was expected that the following three parameters would be evaluated:
1. Installed thrust: Probably inferred from bench tests of the thruster.

2. Total external force: This comprises thrust and drag, and for tests at incidence also includes effects of
lift and pitching moment.

3. Zero-thrust total external force: Aerodynamic loads alone.

Thrust was found to be sensitive to the initial temperature of the model and to attitude, factors

which contributed to inconsistencies in the thrust. The resulting unsuitable thrust-time profile combined

with the unsatisfactory repeatability of this thruster caused severe control and data interpretation problems.
In the form tested the small-scale CO= thruster was judged as being poorly suited to the needs of exhaust
simulation in the MSBS.

However once it had been shown that the capability of the MSBS to apply static axial force to

the compressed gas exhaust simulator exceeded the level of the expected thrust peak, a series of firings

of the thruster in suspension proceeded at zero angle of attack. The thrust peak tended to cause a large

transient axial motion of the model. A large peak would often cause the model to move out of range of
the axial position sensor. This event usually caused a loss of control. If the initial disturbance did not

exceed the allowable limits, the MSBS was generally able to regain control of the thruster I.

The MSBS with CO 2 model was calibrated statically for three components. The aim was to use

the results of the calibration, that is the variation of system current with lift, drag, and pitching moment,

to allow the extraction of these components from run-data obtained during thruster trials in suspension.

In view of the relatively violent motions of the model following its firing, a new computer

program, TRANSIENT, was developed to deduce the forces and moments acting on the model from the

observed changes in system current and model position. The aim was to derive the time history of the

heave force, axial force and pitching moment from recorded data, the analysis accounting for inertia and

acceleration s. The results obtained were generally disappointing. The axial force extracted from a wind-off

thruster firing should have resembled a typical thrust profile such as that of figure 3. However, the output

of the analysis appeared badly corrupted, as shown in Figure 4. A number of position-dependent factors

were thought to have combined to denigrate the results. Some of these factors were identified and

modifications made in attempts to reduce their effects but without a satisfactory outcome.
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Figure 4. A typical thrust history calculated from position and current data.

It became clear that given the available apparatus, two of the parameters introduced above, whose

evaluation would allow measurement of a change in thruster drag coefficient, could not be accurately

assessed. The thrust level (1) was uncertain and variable for this model, while as described above,

attempts to extract three force and moment components simultaneously were not successful. This

prevented accurate assessment of parameter (2). Parameter (3) could be found with more confidence.

Further investigations into the subject of the transient-dependence of the analysis were not deemed

worthwhile. The performance of the compressed gas propulsion simulator was considered to be so far

removed from that of a device acceptable for use in production wind tunnel testing as to draw into

question the benefit of the further development of strategies to cope with its unpredictable and peaky

thrust profile.

The disappointing results helped prompt a review of force measurement practices employed with

MSBS facilities. This led directly to the development of the DFM technique described later in this paper.

SOLID ROCKET PROPELLANT

The use of a solid rocket grain to generate an exhaust plume in an MSBS was first considered by

PSI in their initial proposal to NASA for the propulsion simulation contract 4. The idea was rejected but

doubt arose later over the objections in the light of the availability of small solid propellant motors from

various sources, including rockets from hobby shops for use in model rockets and aircraft. It was decided

to pursue the solid rocket option at Southampton.
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Figure 5. Thrust profile for solid propellant rocket motor

Hobby rocket motors generally have a peaky thrust profile. Figure 5 shows a typical profile
featuring a substantial boost peak followed by a cruise phase. This same source of rocket motor was

developed to a form more suitable for use for propulsion simulation with an MSBS. The development

paid particular attention to the ignition and burn-out phases 1. Figure 6 shows the performance of the same

grain material but developed for this application and is typical of the developed performance. The profile

is essentially top-hat as desired, of sufficient duration and suitable maximum thrust. The only criticism

of the profile is the time variation of thrust, small but still judged to be too high, and a variability
between motors which seems inevitable, discovered later during the test series.
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Figure 6. Thrust profile of improved solid propellant generator and model
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Figure 7 is a sketch of the solid propellant cartridge and mild steel model designed for it. The

settling chamber and nozzle diameters were 0.5 and 0.165 inches respectively.

Solid propellant

- _ f- ---

0.95"_ -F-- - -----

k. /z_--

Mild steel

80" 0.46"¢

/ Nozzle

body Settl]r,g chamber

Figure 7. Solid propellant gas generator model

Rocket Exhaust Pressure Measurement

To allow a comparison of rocket thrusters with other propulsion simulation techniques and full

scale exhaust flows, it was necessary to more completely characterise the exhaust. Parameters such as

ratio of specific heats of the exhaust and density of the propellant (used to estimate mass flow rate from

thrust duration) were available from data published by the manufacturer, given the commonality of

propellants. One of the remaining characteristics which had to be measured directly was exhaust

stagnation pressure, information not common with the off-the-shelf rockets because we removed the
standard nozzle and provided our own as part of the model. A pressure measurement would also make

possible the estimation of Mach number. It was decided also to try to relate thrust to another measurable,

pressure being an obvious candidate.

Measurements of stagnation pressure during bench tests of using a pitot probe positioned in the

exhaust plume close to the nozzle and a static tapping in the settling chamber downstream of the motor

gave similar readings. For practical reasons the static tapping became the preferred method.

Figure 8 shows settling chamber pressure plotted against thn_st for the rocket bench test of Figure

6. The data for the full-thrust period, concentrated in the upper right hand corner of the figure, suggests

that thrust is linearly related to static pressure during nominal steady running. The mean chamber

pressure, at about 1.3 bar gauge, would give an ideal exit Math ntimber of about 1.2 from a convergent-

divergent nozzle. This introduces the possible alternative to the development of a thruster with a highly

reliable and repeatable thrust profile. A propulsion simulator could be developed with pressure telemetry

yielding an instantaneous thrust signal. An infra-red pressure telemetry system has been developed for

the NASA Langley 13-inch MSBS 6, as a refinement of the radio telemetry techniques used at

Farnborough in the 1960's. Pressure measurement could prove to be an attractive method for acquiring

more precise data on installed thrust.
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Figure 8. Chamber static pressure and thrust for solid propellant model

Rocket Thruster in Suspension

A typical axial position response to tile 'top hat' thrust profile is shown in Figure 9. The start and

finish of the rocket firing, at times 0.2 and 2.3 seconds, prow)ke a similar but opposite transient response

in axial position, that is movement of the model away from its datum axial position, as the control system

compensates for the changes. Once the starting response is damped out by the controller, the desired

condition of a stationary model with the thruster firing is achieved in the interval 1.5 to 2.3 seconds. The

electro-magnet current shown on this figure is the source of axial force data available from the MSBS.

The evident transients are similar in character to the bench calibration of figure 6. A feature of these

motors is the production of considerable solids and smoke which could constitute a problem in a closed
circuit wind tunnel.

The external vertical heave force, axial force, and pitching moment experienced by the model were

measured by the DFM rig described below. These components represent the summation of the

instantaneous aerodynamic loads, motor thrust and model weight. As these tests were conducted wind-off

at zero incidence, it was expected that motor thrust alone would dominate as the applied external axial

force. The loads experienced during the firing illustrated in Figure 9 are shown in figure 10. The axial

force recorded between 1.5 and 2.3 seconds is around 2.25 N, in good agreement with the levels of motor

thrust measured during bench tests, figure 6. Much smaller levels of heave force and essentially zero
pitching moment were recorded, as would be expected.
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Figure 9. Responses to firing levitated solid propellant model
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Figure 10. Measured loads on solid propellant thruster in suspension

Solid rocket cartridges have proved a moderately successful gas source for simulating an engine

exhaust for a model in a small MSBS. There remains a number of aspects of their performance which

need to be addressed before firm conclusions can be drawn as to the suitability of this simulation
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techniquefor usein a larger facility. The areas of question include safety, thrust profile, repeatability and
smoke reduction. There are other sources of solid motor which might overcome some restrictions and

offer a higher specific impulse. This, combined with the elimination of the separate motor case feature

of model rockets, which is entirely feasible, could lead to a useful increase in jet diameter but in turn
would require modifications to the MSBS equipment.

LOAD MEASUREMENT

Introduction

For an MSBS to be effective as an aid to wind tunnel testing, it is vitally important for it to be
able to perform its 'Balance' function. The aim is to convert run-time coil currents into loads. The

tradition has been to pre-calibrate a model/coil array by applying known loads to the model wind-off and

recording current sets to allow calibration constants to be derived for the subsequent analysis of wind-on

data. The evaluation of multiple force and moment components for a model suspended in an arbitrary

position can, however, involve a particularly time consuming calibration procedure. Each of the force and

moment components, six in all, is dependent on the currents in each of the ten electro-magnets of our

suspension array, also on the position and attitude of the model and on the type and geometry of magnetic
core inside the model. There can be appreciable non-linearities.

Simplifications are adopted because complete pre-calibration is too daunting a prospect for

contemplation even for the case of one model core. For example the calibration matrix is reduced by

using integrators in the control system to return the model to its nominal position following changes of

applied load. Previous MSBS experience had demonstrated that the accurate assessment of aerodynamic

loads by pre-calibration is straightforward for simple cases such as the measurement of a single force

component applied to a centrally suspended model, and is possible in a reasonable time for up to three
load components.

A review of the available load-extraction techniques _ identifies five categories: (1) static or (2)

dynamic pre-calibration of the MSBS load-current relationship, direct measurement of aerodynamic load

using (3) an internal or (4) an external balance, and (5) calculation of the loads from first principles. The

latter is quite impractical to the precision required for aerodynamic testing when using iron cores, but is

attractive otherwise because the operation does not demand tunnel time. This is a feature it shares with

(3), a method in which the model contains a balance 8 telemetering directly the force and moment data.

The internal volume of the model occupied by the balance, processing electronics and telemetry

compromises the maximum force capability. In contrast the other calibration methods (1), (2) and (4) do

require tunnel occupancy time but with no compromise on model design. Dynamic calibration (2) involves

the deliberate oscillation of the model to allow currents to be related to inertia forces and aside from

avoiding the friction which might be associated with static calibration, it has no operational advantage.

The issue of tunnel occupancy for calibration purposes must be considered during studies into the

appropriate measurement techniques for a commercial MSBS. The external balance notion (4) is a
compromise solution much reducing the tunnel time devoted to calibration.
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External Balance

Previous research into external balances has been of limited scope, the major example being the

construction of a force balance for use with an MSBS by Vlajinac 9. He designed a rig to support a model

in air bearings. Force and moment components in six degrees of freedom were deduced from air pressure

measured inside the bearings. A static calibration of the rig away from the tunnel related bearing pressure

to applied load. This rig appears to have performed well, exhibiting good linearity betweefi load and

pressure.

Since this work, miniature force transducers have become available, giving an electrical signal in

response to load and it was decided to adopt this approach in a similar calibration rig, the Direct Force

Measurement (DFM) rig. The notion was to carry out a wind tunnel test, recording all data as usual, then

to extract the load information post-test. This would be by means of moun'ting the rig in the tunnel, with

the model mechanically fixed to it at the proper position and attitude, then to play back the electro-magnet

currents and record actual forces and moments.

DFM Rig Design

A DFM rig for use in a commercial MSBS was conceived as a starting point for the design of the

new equipment, with the emphasis on automation 1, but was simplified to a three-component rig for the

purposes of the actual demonstrator.

Locates to
MSBS

Sub-frame
Model
holder Main

assembly

c

_J
A B Locates to floor

of test section

Force transducer:

Figure 11. DFM rig schematic

A schematic of the DFM rig produced is shown in Figure 11. Layout was partly dictated by the

need for compatibility with the position sensing system. The structural materials were primarily
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aluminium and brass. A model restraining yoke allowed micro-adjustment of position and attitude which

were checked by play-back of the recorded optical system data. Between the yoke and ground is a set of

three pre-calibrated force transducers. Support electronics, software and test procedures were developed

in parallel with the design and construction of the rig. Play-back of the currents then yielded the history
of variation of the loads. Lift force and pitching moment are available from the sum and difference of

outputs from transducers A and B, and drag force directly from C. The transducers have an accuracy of

+2%, adequate for a first build but not of a satisfactory standard for normal aerodynamic measurements.

DFM Applications

This equipment came along too late to be widely used in the propulsion demonstrator work but

its usefulness was exploited several other ways, two of which are outlined below.

The DFM rig was used to improve the way force and moment components are generated by the

MSBS. The new equipment allowed us to measure the effectiveness of the electromagnet array in

influencing a model, whereas to this point we had relied only on estimates. The results were used to

improve the ability of the controller to generate decoupled forces and moments.

At the beginning of this research program no practical method had existed for using the high angle

of attack capability of our MSBS. The unique potential of this facility to investigate high alpha

aerodynamics free from support interference remained unrealised. Having improved the quality of control

it was possible to apply the new balance capabilities to such an aerodynamic investigation. The low speed

high alpha behaviour of an ogive cylinder model was studied. This work is of interest because the advent

of digital flight control systems coupled with developrnents in aerodynamics has allowed controlled flight

at incidences beyond the stall. This in turn has led to a resurgence of interest in the aerodynamic

behaviour of a cylinder-nose combination at high angles of attack.

r,

0.5 ¢

_ 5.66"
C.715'¢_ NIB core Aluminium

i X ,- _ _bad)'_

4" / i.77" red

Figure 12. Ogive-cylinder model

The model's outline is shown on figure 12. This simple axi-symmetric shape contains a permanent

magnet and was controlled in all degrees of freedom except roll. Tests were conducted over the incidence

range -5 to +95 degrees. The DFM rig was used to reduce the wind tunnel test data yielding lift, drag and

pitching moment coefficients. Examples for the complete angle of attack range are shown on figure 13.

Unsteady loads sometimes were experienced during high alpha tests with this model, the loads

appearing to be periodic and predominately in the lateral direction. The model is likely to have been

subject to periodic vortex shedding and the result was pronounced lateral motions, sometimes coupling
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into roll due to asymmetries, which points to a need for an overall improvement in the tightness of

control. Airspeed was restricted in these circumstances to avoid losing the model.
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Figure 13. Variation of force and moment coefficients with incidence.

Ogive-cylinder model at Math 0.1, atmospheric tunnel.
Coefficients are based on frontal area.

CONCLUSIONS

In relation to the simulation of an exhaust jet from a magnetically levitated wind tunnel model:

• Propulsion exhaust simulation experiments are feasible in an MSBS wind tunnel.

• Simple software algorithms can achieve satisfactory control.

• A peak thrust greater than the maximum restraint is rarely acceptable.

• A steady thrust period should exist to permit satisfactory model control and data acquisition.

• The thrust profile must be compatible with the MSBS hardware limitations.

• Pressure telemetry might be desirable to monitor thrust variations.

• Improvements are possible from the use of a higher specific impulse grain and other refinements.

• No separation of jet effects on base flow proved possible.

• Stored CO2 is an inappropriate gas source unless, perhaps, the flow is regulated and controlled in
temperature.

And in relation to Direct Force Measurement:

• The rapid assessment of aerodynamic loads is possible using a DFM rig post-test.

• The equipment may be used to improve the generation of force components by the control system.

• Pre-calibration of model cores could be simplified by this technique.

• Interference-free, high et wind tunnel tests may be performed.

3O4



REFERENCES

1. Garbutt,K.S.: University of SouthamptonPh.D.Thesis,1992

2. Fuhs,A.E.: NozzlesandInlet Testingin TransonicFlight Regime

3. Ferri, A.: Review of the Conclusionsof the AGARD Ad-Hoc Committee on Engine Airplane
Interferenceand Wall Correctionsin TransonicWind Tunnel tests.AGARD PropulsionandEnergetics
Panel,Sandefjord,Norway,Sept.1971,AGARD CP-91-71

4. Joshi,P.B.; Beerman,H.P.; Chen,J.; Krech,R.H.;Lintz,A.L.; and Rosen,D.I.:PropulsionSimulator
for MagneticallySuspendedWind TunnelModels.Phase1 final report.PhysicalSciencesInc., Andover
MA, Aug. 1988

5. Joshi,P.B.; Malonson,M.R.;Sacco,G.B.;Goldey,C.L.; Garbutt,K.S.; and Goodyer,M.J.:Propulsion
Simulatorfor MagneticallySuspendedWind TunnelModels.NASA CR-189560,Jan. 1992

6. Tcheng, P.;Schott, T.D.; and Bryant, E.L.: A Miniature, Infrared Pressure Telemetry System. 34th
International Instrumentation Symposium, Albuquerque, New Mex., May 1988

7. Eskins, J.: An Investigation into Force/Moment Calibration Techniques Applicable to a Magnetic

Suspension and Balance System. University of Southampton M.Phil. Thesis, also NASA CR-181695, Aug.
1988

8. Roberts, P. W..; and Cheng, P.: Strain Gage Balance Calibration of a Magnetic Suspension and Balance

System. Paper at 12th International Congress on Instrumentation in Aerospace Simulation Facilities,
ICIASF, June 1987

9. Vlajinac, M.: A Pneumatic Calibration Rig for Use with a Magnetic Suspension and Balance System.
MIT-TR-159, Jan. 1970

305





N94- 35856

A Dynamic Method for Magnetic Torque Measurement

C. E. Lin H.L. Jou

Institute of Aeronautics and Astronautics

National Cheng Kung University

Tainan, Taiwan, China

SUMMARY

In a magnetic suspension system, accurate force measurement will result in better control perfor-

mance in the test section, especially when a wider range of operation is required. Although many useful

methods were developed to obtain the desired model, however, significant error is inevitable since tile

magnetic field distribution of the large-gap magnetic suspension system is extremely nonlinear. This

paper proposed an easy approach to measure the magnetic torque of a magnetic suspension system

using all angular photo encoder. Through tile nleasurelnent of the velocity change data, the magnetic

torque is converted. The proposed idea is described and implemented to obtain the desired data. It

is useful to the calculation of a magnetic force in tile magnetic suspension system.

INTRODUCTION •

In a large-gap magnetic suspension system,an adequate magnetic force model dete.rmines the accuracy

of force measurement within the test section, such as wind tunnel applications. Many useful methods

have been developed to obtain the desired model. However, tile magnetic field distribution of

the large-gap magnetic suspension systeln results in significant lnodel error. From the force model,

tile velocity change of the suspended model implicitly contains the force model. It is obvious that

the applied force on the suspended model leads to lllOre direct and accurate information to look into

the force model, if the velocity data can be obtained.

PRBClM)If_ I_AGE BLANK NOT F_LI_D
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FromNewton'sSecondMotion Law, the magnitude of acceleration in motion refers to the appli('d

force or torque to the object. This is also useful to motion objects in a magneLic tield to inca.sure

magnetic force or torque, llowever, the measurement of acceleration is difficult usiltg conw'ntio,al

methods. Tile results are ol,tainc_l fiom a first or second deriw_tive from the velocity or l)ositioll data,

respectively. It requires an extrelne effort to identify measured data under noisy collditi.ns.

The torque model to describe the magnet suspending ill the space magnetic lichl is expressed 1,y:

:P= x g,zv. (J)

Assume the magnet is very small comparing relative, ly in the magnetic fidd space to cause litth"

influence. Then tile force model equ_tion is _q)proximated into:

[1]. This equation does not contain an integration, and is very simple in real time cah:uhttio,, llowevor,

errors may exist.

Since the proposed lnethod uses the dynamic lneasurement method to obtain l,he force model data.,

the results are free from tile influence of magnetic field distribution. The proposed dyn_mfic meas,lre-

ment lnethod is applied to calibrate the approximate h)rce model.

In this paper, the experilnental setup is presented with test procedures based on the i)roposod

measurelnent concept. A real time data acquisition system for position data measurcJn(q_t fi'o,ll an ml-

gular photo encoder with a data processing personal computer is established for the cxporiJncnts. The

obtained torque model is used in a large-gap magnetic suspension system.

TORQUE MEASUREMENT

Figure 1 shows tile experimental setup of this study. A perlnanent magnet is fixed to become

a single pendulum. The pendulum is attached to an angular photo encoder. The angular position

change data are measured from the encoder, and are transmitted to PC-AT via an interface I/() card.

The angular change data are real time acquired and displayed Oil the monitor. The pendulutt_ wil, h

308



magnet is locate(] on the top of a circular _h'ctmmagnetic axis. \'\'hen the e ectromagnet is cuergized

or excited, the magnetic force exerting (m the permenant magnet will be measured from the locus

of the pendulum. During the measurement process, the exerting force on the Inagnot includes the

magnotic forct, and gravitation torcc. Tho former is desired, while tl,o latt,e_r should l.,¢-elilninat¢_d.

(;onsidering the damping condition, the equation of motion is expressed:

_) = ",,gl

where I = 0.0005165K 9 • 7_2, n_ = 0.033A'9, l = 0.1157_. Assume b = 0.5; solve the above uquation

to obtain the angular position and velocity. In Figure '2, a computational result expressed in a solid

line and the experimental result expressed in a dashed line are shown with good agreement.

From the results, the resulting data through two differencing processes of the measurement data

from an angular photo encoder contain some accel)table noise. Flecause the sampling rate in this tesl is

100 Hz to match the low angular change rate, the error resulti,.Jg from difference amplifica, tion is still

tolerable. When testing a higher speed angular ,hange rat.e, a higher sampling rate may required to

result in noisy conditions. The noise and signal may combine together.

B.[F,ZIER B-SPLINE CURVE FITTING

Taking care of the problem of difference amplification of the noise, a curve fitting method to

smooth the obtained data is applied l)efore signal differencing, in o,der that c(mti,uitv be main-

rained after the diffelencing process. Th_ algorithm is termed as B_zierB -._pliT_._ curve titl, izJg

[2]. The advantage of B-spline curve fitting is to fit a possible inclination of the data curve, instead

of including all the control points. The B-spline curve method is not so sensitive as to change the rate

in comparison to the cubic spline method, is simpler by calculation in comparison to the iteration

algorithms, results in a nmch closer curve to all changes, and is free from the limitation of control

points comparing to the Bezier curve fitting. If there are more than 10 control points, the Bezier

curve fitting will becolne very high ordo,, making it difficult to calculate.

Before applying curve fitting, all the ill d_ta points, such as data juml)s, should 1_(,tiltered.

I[ the control points fall on the ill d_Lta: a gr_'at fitting error m_Ly result. The number of ccm-

trol points also determines the change rate of the fittillg curve. The more control l)oints
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thal :ue included, tile fastm Ihe lhted curve ch_mgc lalc migl,t bc obu.fined. It is a trade-off COnsidt'l;Itilql

Io dewmline the control I',oin>:, curve change rmc. and l',ossil_le oscillation afu:I differencing' p1_,:,-'-:'<",.

MAGNETI(. TORQUE .kIEASUREMENT AND CALC I. LATI()N

Figure 3 shows the process of lucasu,cmem of accd<'ation t_, ol,t_dn iBagneLi', t, orq'dc. Fig. ;_(a)

shows the rneasu.red angular changcl Fig. 3(b) shows tile obtained angular velocity l,v tlw diff'erelJcc

of angular change m a solid line. and by the Bizier B-spline curve fitting in a dashed line; Fig. 3(c) shows

the ;regular acceleration after the linear difference from the titled mlguhtr velocity of the above dashed line

m_d the _esuh subtracted from the gravity effecl in the solid line and dashed line; Fig. 3((t) shows the

magnetic torque by nmltiplying the angular acceler_tion and the inertia moment with respect to the

angular data.

Figure 4(a) shows a magnetic field measuremm_t in a pendulum locus; the solid line shows tile

axial magnetic field dal,,_., while the dashed line shows the radial magnetic tield ,tata. kccording to tile'

magnetic torque equ;Ltion,

T = × 0), (4)

to calculate the magnetic torque as shown in Fig. 4(b) where A4 is the magnetization vector of the

permetlant tllagllet, ;_|ld I_ is the space lnagnet, ic flux densit, y obtainin_ from Fig. 4(a). (;Oml_aring tile

theoretical result in Fig. 4(b) and the experimental result in Fig. 3(d), the dit[erence is signiiJcaut I,y

abom 3 times.

DISCUSSIONS

From the measurement results, the theoretical results and the experimental results of tile mag-

he,it torque distribution are stlow_l in Fi_nes 3 and 4 fo_ ctnnparison. The differences between ttu_sv lw_,

results a_e signific_mt as compmed v,,ith about 3 times ciifletence. Because of tile m_my caiibtati<)tt'< m)d

reca.lculations, the differences in the result.s are ditticult It, see. Al present, we arc still working on the

identification of the proper explanation of the obtained results. More detailed discussions ,,,,,ill be presented

in tim revised paper which will 1,e included ill tile conference proceedings.

310



ACKNOWLEDGEMENT

This work is supported by National Science Council, Taiwan, ROC, under contract number NSC81-
0424-E005-040.

REFERENCES

1. Groom, N.J.:Analytical Model of a Five Deqrec-of-Frc(dom Magnetic

Suspension and Positioning syat(mt. NASA TM-100671, March 1989.

2. D. Kahaner, Cleve Moler, Stephen Nash, Numerical Methods and Soft-

ware, Prentice-Hall Inc, New York, 1989, pp. 132.

311



150ram

Angular photo encoder

Inner radius 21.5 mm

Outer radius 83 mm

Depth 1I0 mm

Operation current 1.5 A

Permanent magnet 17mm dia.

1.0 Tesla

19ram

Figure 1. Configuration of the Experimental Set-up.
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SUMMARY

A mathematical model of an active electromagnetic bearing which includes the actuator, the sensor and

the control system is developed and implemented in a specialized finite element code for rotordynamic

analysis. The element formulation and its incorporation in the model of the machine are described in detail.

A solution procedure, based on a modal approach in which the number of retained modes is controlled by

the user, is then shown together with other procedures for computing the steady-state response to both static

and unbalance forces. An example of application shows the numerical results obtained on a model of an

electric motor suspended on a five active-axis magnetic suspension. The comparison of some of these results

with the experimental characteristics of the actual system shows the ability of the present model to predict
its performance.

INTRODUCTION

DYNROT is a specialized finite element code for rotordynamic analysis developed at the Department

of Mechanics of Politecnico di Torino during the last 15 years. Its main features are the use of complex

co-ordinates for the rotor degrees of freedom linked with flexural behaviour and the subsequent use of mean

and deviatoric matrices in all cases in which some parts of the machine lack axial symmetry.

The theoretical bases on which the code is founded have been summarized by the authors in many papers

(from [ 1] to [8]). The latest code release (4.1) is based on the only assumption of uncoupling between flexural,

axial and torsional behaviour of the whole machine; other assumptions as linearity or axial symmetry, which

were postulated in earlier versions, are no more required. However, the code cannot account for a lack of

symmetry which interests simultaneously parts of the machine spinning at different speeds: this would make

it impossible to write the mathematical model in the form of differential equations with constant coefficients

and would prevent from obtaining exact solutions even in the case of linear systems.

Work sponsored by Italian Ministry of University and Scientific Research under the 40% and 60% research grants.
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The codeis implementedin MATLAB (trademark of The MathWorks, Inc.); this allows us to deal with

complex arithmetic in a straightforward way and improves the portability of the code, including its graphic

parts, on any hardware (personal computers or mainframes) for which a version of MATLAB exists.
Aim of the work here described is to develop a "finite element" able to simulate active radial magnetic

bearings together with their control systems and to implement the solution routines to plot the Campbell

diagram, the eigen loci and the unbalance response of rotating machinery employing such bearings. This

allows us to study the effects of the various design parameters of control systems, actuators and sensors on the

dynamic behaviour of the system. As no assumption on the relative positions of actuators and sensors is done,

it is possible to study also the dynamic effects of the collocation of such elements.

MATHEMATICAL MODEL OF THE ROTOR

Assume that a fixed co-ordinate system xyz is placed with z-axis along the spin axis of the rotor and

define a set of complex co-ordinates for flexural behaviour as described in [1]. The equation of motion of a

linear rotating system made by a "rotor" whose spin speed is co and a nonrotating "stator", is

[M]m {4} + ([C]_. -jo [G]) {q } + ([K],_ -jc0 [C,] m) {q } +

+[Mn'a {_}+ [Mr]de2J_'({ _} + 2jo {q} )+ [C_] a {q'}+ [C,]de2J'_'(q}+

__ "Jr . 2 j o_ t --+[K,,la{q}+([Krld JO[C,la)e {q}={F_}+{F,,}+o2{Fr} ej_'

(1)

where subscripts rn and d designate respectively mean and deviatoric matrices; n and r designate nonrotating

and rotating parts of the system [2] and {q'} is the complex conjugate of {q }.
As the main aim of the present work is the study of the stability "in the small" of the system, nonlinearities

are not introduced into the model. This is consistent also with the fact that nonlinearities are usually introduced

in rotordynamics by rolling element or hydrodynamic bearings which are not present in the case of rotors

running on magnetic bearings. However, if deviations from linearity are present, the system is linearized

about an equilibrium position.

The forces exerted by the electromagnetic actuators are introduced in equation (1) through vector {Fc }.

Such forces are function of the displacement vector {q } owing to the presence of the control system and to

the characteristic of the actuator itself. They are present also in the study of the free behaviour.

If the whole system is isotropic with reference to the rotation axis, the free circular whirling can be

obtained by introducing into the homogeneous equation of motion, which includes the forces due to the

actuators, a solution of the type (2)
{q} = {qo}e ;x_ ,

where _. is the complex whirl pulsation: its real part is the actual frequency of the whirl motion while its

imaginary part is the decay rate that must be positive to insure stability.

The steady-state response to nonrotating forces, as self-weight, can be obtained by introducing a constant

displacement {qo} into equation (1) in which rotating forces {Fr} have been neglected. The steady-state

response to rotating forces, as unbalance, can be obtained by introducing a constant displacement vector
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{q} ={qo}e;°'' , (3)

intoequation(1)in which only rotating forces {Fr } are included together with the forces due to the actuators.

There is no difficulty to extend the above mentioned solutions to cases in which either the stator or the rotor

lack axial symmetry, following the lines shown in [2].

By introducing the mentioned solution vectors {q } into the equation of motion, it can be readily trans-

formed into an algebraic equation. Note that equation (1) does not include hysteretic damping. Although it

is possible to introduce all the relevant changes to take it into account, this would compel us to solve the

eigenproblem linked with free whirling a number of times for each spin speed. In order to avoid this com-

plication, an "equivalent" viscous damping obtained from the modal analysis of the linear, isotropic, natural

system will be introduced. Alternatively hysteretic damping can be neglected. This is justified also by the

reason that hysteretic damping is usually quite small, particularly if compared with the damping introduced

by the control system, and some approximations on its modelling can be accepted.

MATHEMATICAL MODEL OF ACTIVE RADIAL ELECTROMAGNETIC BEARINGS

Nodes and Degrees of Freedom

A magnetic beating element of the simplest type must at least include four nodes (Figure 1). Nodes k

and I are respectively placed at the location of the actuator, the first one on the rotor, the second one on the

stator. Similarly, nodes p and q are placed at the location of the sensor. If the stator of the machine is not

introduced into the model, only nodes k and p are included: the actuator is in this case more similar to a

compliant constraint than to a "spring" element. Note that the co-ordinates of nodes k and I must coincide;

the same holds for nodes p and q. Each node can be assumed to have only one complex degree of freedom

related to displacements in direction perpendicular to the spin axis. The complex displacement and the

corresponding force acting on the node are

-z=x +jy ; F =Fx+jFy (4)

X

Actuator
coils

I

• - -O- -

Node I Node k

I
'-.,_

Sensor [_

Node q

Shaft

Node p

Z
.... 0 m - _- _---a_

i i

i i

Figure 1. Sketch of the magnetic bearing
element with its four nodes.
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This typeof elementdoesnotconsiderthebendingtorquewhichcanresultwhentheshaftisnotaligned
with thebearing.It canbesubdividedintoseveralcomponents:forceactuatorwith poweramplifier,position
transducerandcontroller[10].

Actuator,transducerandcontroller

Theactuatorisphysicallymadebyamagneticcircuit equivalenttofour electromagnets,placedatangles
of 90*from eachother.A pairof electromagnetsis assumedto belocatedalongx-direction, while the other

is in y-direction. Their characteristics are assumed to be all equal and the shaft is assumed to be centred in

a reference position.
The force exerted on the shaft by each electromagnet can be expressed lqy the following function of the

current i and air gap t

F (5)

Constant K can be either computed using simplified formulae or finite element simulation, or measured

experimentally. Equation (5), which does not include the saturation of the pole pieces, is strongly nonlinear.

To linearize its behaviour it is customary to supply the electromagnets with a constant bias current io to which

a control current i< is superimposed [1], [9].

Assuming that the shaft is centred in the reference position with constant clearance c, the force supplied

by the pair of electromagnets controlling the position along x-axis is

=K(io-ic (io+i<12 (6)

Equation (6) can be linearized for small displacements x and small values of the control current i< as

_Fx _F,, io 4K i2 x
F"ti"- _ic ic +--_x X =-4K _ i<+

(7)

The equation linking the stator-rotor interaction force at the actuator location (nodes k and l) with the

displacements at the same nodes is then

l F*k +JFYkl = -4K (i<x +j icy)ioll l

[Fxt+jFy,J ¢_ I.-lJ
+.<g['.- (x, +JY,

(8)

The second term at the right hand side describes the behaviour of a spring element with negative stiffness

and is linked with the unstable behaviour of the uncontrolled magnetic bearing.
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The actuatoris driven by a poweramplifiermodulatedby thecontrolleroutput signal.In practice,as
commonlyfound in magneticbearingapplications,atransconductanceamplifier with currentfeedbackis
used.It providesthecontrolcurrentic to the inductive load constituted by the pair of electromagnets.

The resulting transfer function between the controller output signal v, and the control current ic is

i_(s) ka

vu(s) - Ga(s) = s_ + 1 ' (9)

where k, is the stationary gain and 1/% is the power amplifier bandwidth.

The rotor displacements are detected by inductive proximity probes. The transfer function between the

displacement from the reference position of the rotor and the sensor output signal vx, including the conditioning
circuitry, is

vx(s) _s
x(s) - G_(s) = s%+ 1 ' (10)

where ks is the stationary gain and l/x, is the sensor bandwidth.

The transducer dynamics as well as those of the power amplifier should be considered as parasitic

phenomena and should be placed as high as possible with respect to the desired closed loop system
bandwidth.

The controller is a linear filter and can be given with a fixed Proportional-Integral-Derivative (PID) form

or with a user defined transfer function. The transfer function of a realistic PID in parallel form is

1 sT_ )
PID(s)=k, 1+--4

sZi S'Cd+ 1 ' (11)

where k¢ is the stationary gain, Ti is the reset time, Td is the prediction time and "cd is the time constant of the

causal pole of the derivative term (certainly present due to the parasitic capacitances in the operational
amplifiers).

If T, >>Td > '_d, the previous parallel form can be well approximated by the following series form

P_D(s) =
k_ sTi+ l sTa+ l

Ti s S'r,d+ 1 (12)

It is easily noticed that if the extra-pole 1 / "Cdmay be arbitrarily adjusted then the PID controller can be

conveniently thought of as the series of a PI and a lead network. In this way it is possible to adjust the
attenuation of high frequency disturbances.

When the controller is defined by the user with an arbitrary transfer function the latest has to be expressed
in the following polynomial form
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b,,s" + ...... +b_s +bo with m < n (13)
C(s) =

S n +an_l Sn-I + ...... +ais +ao

The user defined transfer function can be used either alone or in series with the PID controller.

STATE SPACE EQUATIONS IN MODAL FORM

Modal equations of the mechanical subsystem

The equation of motion of the mechanical subsystem is equation (1); all matrices which are included in

it are symmetrical: the complex co-ordinate approach leads to symmetrical gyroscopic and rotating damping

matrices. It can be transformed in modal form by resorting to the eigenvector matrix [_] of the undamped,

natural, axi-symmetrical system: i.e. the matrix of the eigenvectors of matrix [M]_, 1 [K],,. This modal trans-

formation is always possible and does not introduce approximations in itself but is unable to uncouple the

equations of motion. Actually it leads to diagonal mean mass and stiffness matrices while damping; gyroscopic

and all deviatoric matrices are not diagonal and couple the equations of motion.

A further coupling can come from the fact that when using magnetic bearings the rotor is usually

unsupported by other means, the only exception being that of hybrid bearing systems. The stiffness matrix

of the mechanical subsystem is then singular and the first two whirl frequencies are equal to zero. The

corresponding eigenvectors are usually neither orthogonal with respect to the mass nor orthogonal with

respect to the stiffness matrix but are linear combinations of vectors which have these properties. The

consequence is that, ordering the eigenvalues in ascending order, elements in position 1,2 and 2,1 of the

modal stiffness and mass matrices do not vanish. Although there is no difficulty to substitute the first two

columns of the matrix of the eigenvectors with their linear combinations having the required orthogonality

properties, the fact that the first two (rigid body) modes do not uncouple is not considered important and the

eigenvectors are used as directly obtained.
The size of the problem can be reduced in two different ways: by reducing the original, non modal

formulation using Guyan reduction or by performing the modal transformation using a reduced set of

eigenvectors. Both reduction schemes yield approximated results that can be quite close to those of the original

problem if the reduction is performed carefully.
The strategy here considered is to start with Guyan reduction to reduce the size of the eigenproblem

needed to perform the modal transformation. Since Guyan reduction is standard in DYNROT code [1], it

will not be dealt with here any further.
The use of a reduced set of eigenvectors can give way to the usual spillover problems and must be

performed with care. Here the modes are not only coupled by the control system, as usual, but also by the

characteristics of the mechanical elements and, in particular, by the gyroscopic matrix and, if the system has

no axial symmetry, by the deviatoric matrices. Several tests performed using a different number of eigen-

vectors did show that very accurate results can be obtained by using a number of modes slightly higher than

the number of critical speeds of the free-rotor system encountered within the working range of the machine.

When in doubt, the user can perform the computation retaining a different number of modes and compare

the results obtained.
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Isotropic machine

The state equations are here obtained in explicit form only for the case of an isotropic machine; their
extension to the more general case is straightforward.

By neglecting the deviatoric matrices and introducing explicitly the forces {F c} exerted by the actuators,

equation (1) yields the following modal equation

[M] {fi } + ([C-I -jco [G-I) {fi } + ([K] -joo [C-r]) {1] } =

= {F_} + {F°} +m2{ff_}e TM , (14)

Vector {1"1}is the modal complex co-ordinates vector ({rl} = [_] {q}); its real part refers to tile
xz-plane, while its imaginary part to the yz-plane.

The mass and stiffness matrices ([M'] = [_]r [M] [_] and [K'] = [_]r [K] [_]) are diagonal and coincide

with the conventional modal matrices linked with the vibration of the system in the xz-plane.

The damping matrices (global damping [C-] = [_]r [C] [_] and rotating damping [C'] = [_]r [Cr] [_]) are

not diagonal except for the case of generalized proportional damping. However, as usually the mechanical

subsystem is lightly damped, they can be approximated by simply neglecting their elements outside the main
diagonal.

The gyroscopic matrix ([G-] = [_]r [G] [,;I)]) is not diagonal and, except for the case of very slender rotors

which exhibit a very small gyroscopic effect, cannot be approximated by simply neglecting the elements
outside the main diagonal.

Vectors {F,} and {fir} are respectively the complex modal force vectors linked with stationary and

unbalance forces. Their real parts refer to the xz-plane (stationary reference system or rotor-fixed reference

respectively), while their imaginary parts refer to the yz-plane.

Vector {F c} is the complex modal control force vector ({Fc } = [_]r[sc] {F_ }). Vector {F_ }contains the con-

trol forces in complex modal form: the real part refers to the xz-plane, the imaginary part refers to the yz -plane;

the number of its elements is equal to the number of actuators. Matrix [S_] has a number of lines equal to the

number of degrees of freedom of the system and a number of columns equal to the number of nodes related

to the actuators. All its elements are zero except for the elements in the column related to each bearing and

the line related to the degree of freedom of the rotor at the actuator location (displacement at the k-th or l-th
node, see Figure 1) whose value is 1.

Expressing the force vector {F_ } as a function of the control currents and displacements through equation

(8), the modal control force vector {ff_ } can be written as

{F_ } = _[_]r [S_] [K_] {ic } - [_]r [S_] [K.] [_] {r 1} = -[K;] {i_ } - [K.] {r 1} , (15)

where [Ki] is a matrix with a number of rows equal to the number of nodes related to the actuators and a

number of columns equal to the number of the latter; it is simply obtained from the first term at fight hand
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sideof equation(8). In asimilarway, [K,] is asquarematrixwith thesamenumberof rowsas[K_]obtained
from thesecondtermat the right handsideof equation(8);it is nonpositivedefinedandexpressestheopen

loop negativestiffnessof theactuators.
Equation(14)canthusbeexpressedin theform

{_} + [_-1-1([_-]-j¢o [G-]){fi}+ [M'I-l ([K]+ [K.I -J_ [C,I) {ri} =

: _[_1-1 [_-i]{ic} .31_[MI-' {fn} -I-o)2[M]-1{-ff, Ie j°''

(16)

The complex output vector {Ys} containing the displacements at the sensor locations can be expressed

as a function of the modal co-ordinates as

(17)
{y,} = [S_] [_1 {rl} ,

where matrix [S,] has a number of lines equal to the number of sensors and a number of columns equal to

the number of degrees of freedom of the system. All its elements are zero except for the elements in the row

related to each sensor and the column related to the degree of freedom of the rotor at the sensor location

(displacement at the p-th node, see Figure 1) whose value is 1 and to that in the same row and the column

related to the degree of freedom of the stator at the sensor location, if any (displacement at the q-th node),

whose value is -1.

Open loop state space equation

By introducing a state vector including the modal velocities and displacements, the open loop state

equation of the mechanical sub-system is

{_}=[Al{z}+tBc]{ic}+[Bn]{_ffn}+_2[Br]{_ffr}e)O_,{y,} = [C]{zI+[Dl{/c} ,

(18)

where

{fi}J IAI = [-[M]-' ([Cl - je [GI)[I]

__ [_-]-1 ([_] _. [g-u] -- jo) [C'r])q

[o] (19)

. ts:.=tSri=Pt :r']. . t i=to.
=L [o1 3 L [o] J

The manipulable command signal {i<} and the non manipulable signals {F. }, _2{ff, }e)_ can be organized

in a unique term. In this way equation (18) can be rewritten in the following more compact form
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{_} =[A]{z}+[_]{u}•{ys} = [C]{z}+[D]{ic} , (20)

where

[B] =[[Bc] [B.] [Br] ] (21)

Note that the dynamic matrix of the system and all vectors are complex. An equivalent formulation
employing real co-ordinates is possible, but it would involve matrices of double size.

Closed loop state space equation

While the (linearized) force actuator is already taken into account in the open loop state equation of the

isotropic machine, the controller, the power amplifier and the position transducer are usually described as

single-input single-output transfer functions in the frequency domain. Thus the Laplace domain descriptions

given in the previous section must be converted to a time domain form to be compatible with the rotor model

equation (1) and open loop state equations (20). The desired form is the state space formulation obtained by
a minimal realization (of equations from (9) to (13)) in the controllable canonical form.

Since the open loop state variable is in complex form also, thesingle-input single-output realization for the

controller, the power amplifier and the position transducer should be thought of accordingly. It is to be noted

that the controller may be directly designed as a multiple-input multiple-output system (i.e. by pole placement
techniques) and represented in complex matrix form.

Given the state equation (20) of the plant and given the state space realization of controller, actuator and

transducer with the following quadruples

[C] [D]3 ' [Q] [De ' [_ [Ca] [Da ' [C,] [D, " (22)

the closed loop equations are obtained through standard series and then feedback connections as shown in
Figure 2.

I n(t) tFr j' t

Controller amplifier I k-----_l I Plant ....

\

lVr (t)]

Figure 2. Closed loop blocks and
signals diagram.

Transducer
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Here{vr(t)} is theposition referencesignal,{vc(t)} thecommandsignalto thepoweramplifier, {it(t)}

thecontrolcurrent(thenforce), {F,}, 032{-ffr}e _'_ the rotor stationary and unbalance modal forces, {y,(t)}

the displacements at sensor location and {v,(t)} the sensors output.

In the regulation problem the reference signal may be put to zero and the closed loop system output

{y,(t)} expressed in function of the rotor stationary force {F, } and rotor unbalance modal force o_2{-ffr}e i_

I
{Ys} = [CCL ] {_} q- [DCL ] IOj2{-_r}eJ_

(23)

where {_} is an extended state vector containing all modal states {z } of the system plus the realized state of

the control loop.

Campbell diagram and eigen loci

The Campbell diagram and the velocity eigen locus are two ways of representing in graphic form the

variation of the whirl frequencies and decay rates when the spin speed changes. They are essentially equivalent

but, as the first is more common with rotordynamics specialists while the second with control scientists,

the DYNROT code is designed to supply both.

Usually when computing the Campbell diagram the solution of the equation of motion is assumed to be

of the type (2) and consequently the whirl frequency is the real part of k while the decay rate is its imaginary

part. The real and imaginary parts are plotted separately as functions of the spin speed co.

When plotting the velocity eigen locus a solution of the type

{q} : {qo}e _'
(24)

is assumed: the whirl frequency is thus the imaginary part of s while the decay rate is its real part changed

of sign. The imaginary part is then plotted as a function of the real part in the complex plane (co does not

appear explicitly).
As the system is assumed to be linear, the Campbell diagram depends neither on unbalance nor on static

external forces. By introducing the solution (24) into the closed loop state equation in modal form (23), in

which the external forcing functions have been neglected, it is readily transformed into the algebraic equation

AcL ] - s[l]){_o} = {0}

(25)
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Matrix [AcL] is in this casecomplexand,asa consequence,the eigenvaluesarenot conjugate.This

feature,which is uncommonin thesolutionof theeigenproblemrelatedto stateequations,is directly linked
with theuseof complexco-ordinatesandwith their physicalmeaning:therealandimaginarypartsarethe
generalizeddisplacements(ormodaldisplacements)inxz- and yz- planes and the sign of the imaginary part

ofs has a physical meaning, indicating whether the circular whirling occurs either in forward or in backward

direction. As a consequence of the gyroscopic effect the whirl speeds for forward and backward whirling are

different and the solutions fors cannot be conjugate. A different situation occurs in the case of unsymmetrical

systems: elliptical whirling is here obtained as the combination of a forward and a backward circular whirling

at the same frequency, and then solutionswith an equal imaginary part but with an oppositesign must be present.

Apart from plotting the Campbell diagram and the decay rate plot as a function of the speed and the

velocity eigen locus at varying speeds, a routine which computes the closed loop eigen locus at fixed speed

with varying the overall gain of the feedback loop has been developed.

Steady-state response

The response to unbalance and to constant nonrotating forces can be computed as

co[l] - [-'%L ]/{ _ } = C02[Br] {F'r } , -[ACL ] {to } = [B,I {F, } (26)

For each value of the speed spin c0,equation (26) can be readily solved in {_ }. After applying the inverse

modal transformation the same solutions yield the response of the system. Note that in general and also in

the case of response to static forces the dynamic matrix of the system depends on the spin speed.

NUMERICAL EXAMPLE

The five-active axes magnetic suspension described in [11] was used as a test case for the present
mathematical model and then for the code used to implement it.

The rotor has been modelled with 22 beam elements and 3 concentrated mass elements. Two magnetic

bearing elements have been added and the stator was considered a_ a rigid body. Consequently the nodes of

the type l and q of Figure 1 were directly grounded. The model has a total number of 46 degrees of freedom,

reduced to 23 by using the Guyan algorithm considering as master degrees of freedom all complex

translations. Tt/e damping of the material constituting the shaft has been neglected in the model.

A first analysis of the open loop system was performed. The first 4 modes corresponding to the critical

speeds are reported in Figure 3b together with a sketch of the model of the shaft (Figure 3a). The first two

modes are rigid-body modes and the other two correspond to critical speeds at 25780 and 54890 rpm.

The computation was repeated using a PID controller on each axis; the results for the first 6 modes are

reported in Figure 3c. Here the first two modes are rigid-body modes at 2990 and 3880 rpm. They are well

damped, the decay rates being 17.4 and 28.9 l/s, respectively. Two additional modes linked with the control

system can then be found at 7290 and 7350 rpm; they are however very much damped, with a decay rate of
20930 1/s and cannot be expected to be seen experimentally. The first two deformation modes of the rotor

occur at 25860 and 54810 rpm, essentially unaffected by the presence of the controller.
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a) Rotor with five-active axes magneUc suspension
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Figure 3. a) Sketch of the FEM model of the rotor, b)

First 4 modes corresponding to the critical speeds of the

open loop system, c) First 6 modes corresponding to the

critical speeds of the closed loop system with PID con-

troller. (Screen dumps produced by DYNROT code).
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Rotor with five-active axes magnetic suspension
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Figure 4. Campbell diagram: whirl speed and decay rate as functions of the spin speed. (Screen dumps produced by

DYNROT code).

330



Figure 5. Velocity eigen loci at varying spin speed

in the range 0 - 5000 rad/s. (Screen dump produced
by DYNROT code).
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The decay rate corresponding to the last two modes is still positive but quite small (1.86 and 1.34 I/s).

Other critical speeds, well outside the working range, have negative decay rates showing that at those speeds
the system would be unstable.

The Campbell diagram is shown in Figure 4. It has been obtained by considering only 5 modes as adding

further modes would not change the results in the field of speeds and frequencies of interest. Note that the

whirl frequencies are not much influenced by the spin speed, as was easily predictable from the geometrical

configuration of the rotor. Actually in the case of rotors with small gyroscopic effects as the present one the

whirl frequencies can be assumed to be independent from co and the information gained from the Campbell

diagram is not as important. A greater dependence from the spin speed is shown by the decay rate. The

controller modes mentioned above are reported in the plot of the whirl frequencies but not in that of the decay
rate, as they are out of scale.

The velocity eigen loci at varying spin speeds are shown in Figure 5. The plot has been obtained for speeds

ranging from 0 to 5000 rad/s, with increments of 1000 rad/s: a finer pitch is considered useless as the results

are not much affected by the spin speed. Note that in the present case the velocity eigen loci are not symmetrical

with respect to the real axis: in the present case, negative values of the imaginary part of s designate backward

whirling and positive values of s indicate forward whirling. They are always different even if in the present

case, owing to the low gyroscopic effect, this difference is not great.

The unbalance response has then been computed. An eccentricity of 1 _tm of rotor of the electric motor

has been assumed, which corresponds to a quality balancing grade G 3.6 at 35000 rpm, following the
ISO 1925 standard.

The amplitude of the orbit at the location of the motor (node 5) and of the sensor of the radial bearing at

the right in Figure 3a (node 16) are shown in Figure 6. The amplitude at the rigid-body critical speeds is far

smaller than that at the first deformation mode; the two controller modes are completely damped out. At the

motor location the two rigid-body critical speeds are well separated and an ample zone in which the amplitude

is very small is visible between the rigid-body and the deformation critical speeds. Self-centring occurs in

most of the working range above the rigid-body modes, except near the third critical speed. The response at

the sensor location shows slightly different patterns: the rigid body critical speeds are not well separated,
tending to merge into a single peak.
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Figure 6. Unbalance response. Amplitude of the orbits (in m) at the centre of the motor (node 7) and at the sensor of

the bearing at the right (node 16) caused by an eccentricity of I tam of the rotor of the motor (balancing quality grade

G 3.6 at 35000 rpm). (Screen dumps produced by DYNROT code).

The natural frequencies of the system at standstill obtained from the Campbell diagram of Figure 4 are

compared in Table I with the experimental values obtained by exciting the system with an instrumented

hammer at the centre of the shaft and measuring the acceleration in the same point. The values obtained from

the Campbell diagram in correspondence with the frequencies due to the controller have not been reported.

The accordance is very good, particularly considering that the comparison has not been made between

exactly correspondent quantities. The experimental values correspond to the peaks of the impulse response

while the numerical ones are the damped eigenvalues of the system. While in the case of lightly damped

modes no noticeable difference exists between them; in the case of modeswith higherdamping, the comparison

can be at best indicative. The first two natural frequencies merge into a single value; a similar effect can be

seen in the numerical results of Figure 6.

Table I. Experimental Values of the Lowest Natural Frequencies (Hz) Compared with the Values Obtained from the

Campbell Diagram of Figure 4 at Standstill

Experimental

Numerical

57

47.9 60.8

420 884

419 855

CONCLUSIONS

A mathematical model for the dynamic simulation of rotating machines with active electromagnetic

bearings based on the FEM and the use of complex co-ordinates has been described in detail. The main aim

of the model and of the code based on it is the computation of the Campbell diagram to study the stability

in the small and of the steady-state responses to unbalance and static forces.
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At present the model is limited to machines possessing axial symmetry; however, this limitation is not

intrinsic to the model used and can be easily avoided by simple changes to the solution algorithms. Another

limitation which can be easily eliminated is the assumption that the controller operates on the two axes of

each beating and on the various bearings as a number of separated SISO units. There is no difficulty in

introducing a complex transfer function to allow coupling between the control in xz- and yz- planes or to
couple together the various controllers.

An assumption which on the contrary is actually needed is that oflinearity. It can be dropped by introducing

nonlinear elements but this would make it impossible to obtain Campbell diagrams or eigen loci and the only

possible computation would then be that of the unbalance response. However, the small values of the

amplitudes which can be obtained using magnetic beatings guarantee that the system remains in most cases

within limits in which the linearity of the model does not introduce unacceptable approximations.

The possibility of introducing an accurate modelization of complex rotors allows us to obtain accurate

results for practical cases and in particular allows us to study the effects of the relative position of the
sensors and the actuators (collocation problem).

An example has shown the types of results which can be obtained from the routines developed from the

equations here described and incorporated in the DYNROT finite element code. The comparison with some
experimental results shows that a very good accuracy can be obtained.
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Abstract: In this paper we develop a dynamical model of a rotor and the active magnetic bearings

used to support the rotor. We use this model to develop a stable state feedback control of the magnetic

bearing system.

We present the development of a rigid body model of the rotor, utilizing both Rotation Matrices (Euler

Angles) and Euler Parameters (Quaternions). In the latter half of the paper we develop a stable state

feedback control of the actively controlled magnetic bearing to control the rotor position under imbalances.

The control law developed takes into account the variation of the model with rotational speed. We show

stability over the whole operating range of speeds for the magnetic bearing system. Simulation results

are presented to demonstrate the closed loop system performance. We develop the model of the magnetic

bearing, and present two schemes for the excitation of the poles of the actively controlled magnetic bearing.

We also present a scheme for averaging multiple sensor measurements and splitting the actuation forces

amongst redundant actuators.

1 Introduction

Several representations of rigid body rotations, including Rotation Matrices, Cayley -Kline parameters, Euler Pa-

rameters & Spinors ( [K.W86] [PP80] [OB79] ) have been developed. Conventional methods of deriving rigid body

dynamics utilize the Euler angle parametrization of the space of orientations of the rigid body. Such a parametrization

of SO(3) suffers from coordinate singularities. The singularities are entirely a result of the choice of parametrization.

A parametrization that is globally nonsingular is the parametrization utilizing Euler parameters (unit quaternions).

In this paper we develop the dynamical equations describing the rigid body model of a rotor supported by actively

controlled magnetic bearings, using rotation matrices (parametrized by euler angles) and using euler parameters.

We begin this paper by giving a brief description of the various mathematical terms and ideas that will be used in

defining rotation matrices and euler parameters [YCBDB82]. We present some of the properties of rotation matrices

and quaternions. We derive the dynamical equations of the rotor supported by active magnetic bearings using both

rotation matrices and quaternions. We present the development of a stable state feedback control law and simulation

results of the system when controlled by this state feedback control law. Most magnetic bearing systems arecomprised

of redundant sensors and actuators. We present a linear algebraic technique utilizing the method of least squares to

average multiple measurements and split the actuation forces amongst redundant actuators.

2 Preliminaries

The magnetic bearing system utilizes many frames of reference, in which various quantities such as positions, velocities

and angles are described. In this section we will set out the notation by which we will refer to the various quantities.

Also we will present some of the definitions and facts necessary for the derivation of the dynamical equations.

*Electronic Technologies Laboratory, Corporate Research and Development, General Electric Company. Schenectady NY
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2.1 Notation

In this section we will set out the notation by which we will refer to the various quantities.

• Vectors will be referred to by lower case letters, with an arrow on top. Position vectors will be represented in

either Cartesian or spherical coordinate systems. Representation of vectors in Cartesian coordinate systems
will be the )_,_,2 components of the vector. Vectors would also be represented as column matrices. The

components of the column matrix would not contain an arrow.

Example 2.1 The vector g would be represented in either of the two ways.

= az£+a_?+az2

[-]a -_- ay

a.z

The components o] a vector would be written without the arrow on top.

• Matrices and tensors will be referred to by upper case letters. Dimensions and components of the matrix will

always accompany the notation. Example: A E _3x3

• Variables and constants will be denoted by lower case letters, and will be accompanied by a statement concerning
their dimension. Example: 0 E S.

• When referring to variables, which are described in a frame of reference, the subscript of the variable will refer

to the frame of reference. Example: Wi,_rtiaZ'_°t°_

• We will use three frames of reference primarily.

1. The first frame of reference is the fixed inertial frame of reference. This frame will be referred to as the

inertial frame, and the subscript inertial will accompany variables described in this frame of reference.

The orthonormal coordinate vectors of this reference frame will be denoted as )_,,¢r,_l, Y,,,_,_L, 2,,_,,ol.

2. The second frame of reference is rigidly attached to the center of mass of the rotor, and moves with the

rotor. This frame will be referred to as the rotor based reference frame, and the subscript rotor

will accompany variables described in this frame of reference. The orthonormal coordinate vectors of this

reference frame will be denoted as )_otor, Yroto_, 2rotor. The orientation of the rotor frame is along the

principal axes of inertia of the rotor. The origin of the rotor frame is at the center of mass of the rotor.

3. The third frame of reference is attached to the center of the magnetic bearing. We will say more about

this frame later. The origin of this frame is coincident with the center of the bearing. This frame will be

referred to as the bearing based reference frame, and the subscript bearing will accompany variables
described in this reference frame. The orthonormal coordinate vectors of this reference frame will be

• Rotation matrices relate the orientation of vectors in one frame relative to another. The convention we employ

through this report would be as follows.

_r R frame --2: --! ..... I (1)

2 frarn¢--i frame--2

R frame--2where lrarn_--I is a rotation matrix that expresses the basis vectors of frame - 2 in terms of the basis vectors

of frame - 1. The rotation matrix can be expressed as a combination of basis vectors of both the frames in

the following manner. Given that the basis vectors of frames 1 and 2 are represented with the appropriate

subscript,

R!f_m¢-12 = [ J']_f ..... 2 " _'f ..... 1 Yf ..... 2 " YY ..... 1 Z] ..... 2 . ?f ..... 1 (2)

• Position vectors of objects will be referred to in the following manner.

x_Jrctrrte
-_obJect oblect

ry .... = ry_z:1__L_,,_,

r z-- ]rame

(3)
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• The cross product form of a vector is referred to as S(.). That is

× _ = s(a)b

S(a) = as 0 -a_
ay ax 0

a = ay

az

g = b_
bz

• A unit vector in the direction of an object will be represented as

_ x-frarne

_ob3ect ob3ect

_frarne = Uy--frarne

object

U z--lrarne

-,ob3ect

r jrarne

_?:ect
frame 2

--,obiect /r ob3ect 12 r ob3ect 12 r ob3ect 12

rfram e 2 = VtG-f .... J + try-yr_,,,l + lrz-f_rneJ

(4)

(5)

(6)

* By norm, we refer to the Euclidean norm of the vector throughout this report.

_Jrame-2-origin* If the object being referred to is the origin of a coordinate frame, it will be referred to as f ..... 1

To set the ideas clear, consider the following examples.

Example 2.2 The origin of the rotor coordinate frame, as observed in an inertial reference frame would be

represented as

rx--inertic_l

-,rotor--origin rotor--orsy,n (7)
rinerliai = ry_lnertiat .

rotor--orlgln
r z--tnertial

We tag the word origin when we explicitly refer to the origin of a coordinate frame.

• Homogenous Transforms
Mappings between points in the Euclidean group SE(3) to points in SE(3) are represented as 4 x 4 matrix

transformations that map a position and orientation of a frame to another position and orientation. Such

mappings are termed homogenous transforms, and in coordinates are specified as follows.

zjfrarne-2

rarne-1

l_frarne-1

'frarne--1

_Jrarne-1

1

: SE(3) --, SE(3)

._ f rarne--2

Tfrarne--2 ?frame-2

= _ frame--1 _frarne--2

R frame--2

Tyrame-2 "_frame-1

_ frarne-I =

[o o of
TJrame-2

The inverse of a homogenous transform _f ..... 1 is represented and given as follows.

1

rx--yrarne--I

Tf rarr_e-2-ori ytn
y-frame --I

Jrame--2--orlgtn

rz--frarne--I

1

TfrarB¢--2]--I

]rarne--I J

= T] rame-I

frame-2

[,_].....rx--frarne--I

[Rfrarne-2]T _[Rframe-2]T rfrarne-2-or'g'n
t frarne-l.I t frarne-lJ y-frame-1

= frame--2--orsgsn

rz--frarne--1

[0 0 of 1
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Example 2.3 The homogenous tranformation tranforming coordinates of the origin of the bearing coordinate frame

as observed in the inertial coordinate frame to the same coordinates as observed#ore the rotor reference frame would

be represented as follows.

i bearing--origin ]

r x--rotor

bearing--origin
r --rotor

_earing--origln

r z--rotor

1

bearing--origin
rx--lnertia!

bearing--origin

Tinertial r_--inertial
rotor oearing--origin

r z--inertial

1

r x--rotor

lT_inertial inertial--origin
J_rotor ry_roto r

tnertial--origin
r z--rotor

[0 0 0] 1

bearing--origin
rx--lnertial

rbearing--origin
y--inertial

rOearing--origin
z--inertial

1

(9)

2.2 Definitions

We will use the properties of linear vector spaces, quaternions and quaternion algebra. In this section we begin by

defining vector spaces and algebras. We then proceed to state/derive the properties of rotation matrices and euler

parameters (quaternions and quaternion algebra) [L.A79] [ARS8] [AR89] [RA87] [K.W86].

Groups: A group is a set X with an internal operation X x X --* X, such that

• the operation is associative

(xy)z=x(yz) V x,_,,z _ X,

• there is an element e E X caJled the identity such that

xe = ex = z V x E X,

• for each x E X there is an element of X called the inverse of x (written x -1 ), such that

--1 --1
X X_TX _e.

Usually this group operation is referred to as multiplication. If the operation is commutative then it is referred

to as addition and the group is called an Abelian Group.

Ring: A ring is a set X with two internal operations called multiplication and addition, such that

• X is an abelian group under addition,

• multiplication is associative and distributive with respect to addition.

If the group has an element e E X such that ex = xe = z V x E X it is called a ring with identity. Also, if

x E X has an inverse, then it is said to be regular.

Field: A field is a ring with identity, all the elements of which (except zero, the additive identity) are regular.

Module: A module X over a ring R is an abelian group X with an external operation, called scalar multiplication,
such that

_(x+y) = _+_y

(_+f)x = ,x+fix

for all _,fE_and x, yEX.

Algebra: An algebra A is a module over a ring R with identity with an internal operation called multiplication such
that

A is a ring,

the external operation (a, x) ---* c_x is such that

.(_) = (._)y = _(.y).

Vector Spaces: A vector or linear space is a module for which the ring of operators is a field. Its elements are called

vectors.
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Quaternion: Quaternions can be viewed in many ways. A quaternion is defined as an operator with a scalar q0 and

a vector part _', expressed either as a sum of its parts,

q---- {q0+q"}

or as a four dimensional vector,

q= [q0]¢ •

If q0 = 0 then the quaternion is called a vector quaternion, and if _ = 0 then it is said to be a scalar quaternion.

In this paper we notate the quaternions by boldface letters.

2.3 Properties of Rotation Matrix

The rotation matrix that relates the orientation of one frame relative to another requires the specification of three

angles, and can be parametrized in a number of ways. We now indicate two commonly utilized parametrizations.

• Fixed Axis Rotations: Let frame - 1 and frame - 2 be coincident to begin with.

- Rotate frame - 2 through an angle 0x about the vector )_1 ..... 1.

- Rotate frame - 2 through an angle 0_ about the vector Y1r_,ne-1.

- Rotate frame - 2 through an angle 0z about the vector _tr,,n¢--l-

The resulting rotation matrix, relating the coordinate vectors of frame - 2 to the coordinate vectors of frame - 1

can be given as

RI _..... [ cos0z-sin0z 0 ] [ cos0 9 0 sin0y ] [ 1 0 0 ]
! ..... 1 = sin0z cosOx 0 0 1 0 0 cos0_ -sin0_

0 1 -sin0 u 0 cos0 u 0 sin0z cos0_

Comment 2.1 Note that as the successive rotations are performed about the fixed axes, the rotation matrices are

premultiplied in the order in which the rotations are performed.

R! ..... _ [ c°sOzc°sOu
! ..... 1 = sin 0z cos 09

[ - sin 0_

cos 0z sin 0_ sin 0_ - sin 0z cos 8_

sin 0z sin 0 u sin 0_ + cos 0z cos 0_

cos 0 9 sin 0_

cos 0z sin 0_ cos 0z + sin 0z sin 0_ ]

sin 0z sin 0 u cos 0_ - cos 0z sin 0_ lcos 0y cos 0_

(10)

I RI ..... 2 ? (11)
_-" *'.f ram¢--i

I ..... , 2 I ..... 2

Moving Axis Rotations: Let frame - 1 and frame - 2 be coincident to begin with.

- Rotate frame - 2 through an angle 0z about the vector _i ..... _.

- Rotate frame - 2 through an angle 0u about the vector Y! ..... 2.

- Rotate frame - 2 through an angle 0_ about the vector )_lro,_e--_.

The resulting rotation matrix, relating the coordinate vectors of frame- 2 to the coordinate vectors of frame- 1

can be given as

[ os0s,00][ os,0si,,][i0 0]ufr,--ne--_ sin Oz cos0_ 0 0 1 0 0 cos0_ - sin 0_
*_]rame--I =

0 1 -sin0v 0 cos0 9 0 sin0_ cos0.

Comment 2.2 Note that as the rotations are performed about the movin9 axes, the rotation matrices are post-

multiplied in the order in which the rotations are performed.

R/tame-2 [ cos Oz cos Oylr_,_¢--I = sinOzcosOy
I - sin 0u

cos 0. sin 0 u sin 0_ - sin 0. cos 0.

sin 0z sin 0y sin 0x + cos 8z cos 0.

cos 0u sin 0.

9 = # ..... ' ?
frame--I

] ..... 1 _ / ..... 2

cos 8z sin 09 cos 0_ + sin 0z sin Ox ]

sinOzsinOucosO_--cosOzsinO. ] (12)
cos 0_ cos 0_

(13)

339



We now note three important properties of rotation matrices.

RYrame-2 _ --lrame--2x r.lrame--2
]rame--t "= O(W/rarne--t )_]rarne--I ( 14 )

d rRlrame_2] T rnlrame-21Tc._-Jrame-_
-_[ ]ram.-IJ = --t_Irame_lJ o(Wframe_t) (15)

S. n/rame-2 . r, lrame-2 ,_, ,. r, lrame-t
(l_lrame_la _ = .'tlrame_lo_a)_Irame_ 2 (16)

We will now derive expressions for angu|ax velocity of the object as a function of the derivatives of the parametnza-
tions of the orientation angles. We will now derive the derivatives of the elementary rotation matrices.

I 0 0 ]
RIO.. ) = 0 cosO, -sinO. (17)

0 sinO, cosO.

[1 00 0 ]dR(o_) = -sinO, -c_O, (18)
0 cos Ox - sin O_

aR(s,) = s(0,)R(e,)

For the case of fixed axis rotations, we note that

Rlrame-2
]rarae--1

d R/tame_ 2

0 0 0 ] I1 0
= 0 0 -0_ 0 cosO,

0 O, 0 0 sin O,

= S(O,)R(O,)

= s(#DR(O_)

d l_lrame-2
_"/rame--t

d _]rame-2

d--t -s ..... t =

d ]_]rama--2

dt "*/rame-I

SI --Jrame--_ n/rame--2

(_J yr_te--I )It]rGm,--1 --'--

S¢ --lrame--2

(WJra,ne-1) =

We simplify the above expression

St -- fra._rle--2 -_

(w lrame-I )

o]- sin O_

cos O,

(19)

(20)

(21)

(22)

[
+

+

[ 0

/tame--2

¢gz--lrame--t

frame--2

--_Jy-- / rarae-- I

R(Sx)R(Oy)R(O.)

[d R(o,)IR(8,)R(O_) + R(O,)[d R(o_)IR(O_)

+a(o,)R(o,)[_a(o,)]

S(O,)R(Ox)R(O,)R(Ox) + R(O,)S(O_)R(Oy)R(O,)

+R(O.)R(Oy)S(Of)R(#.)

S(O,)R(O,)R(O_)R(O.)

+R(O,)S(Oy)RT(Of)R(O.)R(O_)R(O=)

+R(O,)R(O_)S(O,)[R(O_)R(O_)lr R(O_)a(O_)R(O,)

• lrame_ 2[s(o_) + S(R(O_)_) + S(R(e,)R(e_)O_)]R, ..... ,
• fram_--2

[S(O,) + S(R(O,)Ov) + S( R(O,)R(O_)8,)]R/ ..... t

s(o,)+ s(R(_,)d_)+ s(a(a,)a(e_)o,)

to get,

0 -tJ, 0 ]

O, 0 0 ]0 0 0

[o o_o.,10 0 sin O_d_

- cos 8,tt_ - sin #,t_ 0

0 sin 0_0. cosO_ sin 0.0_ ]
- sin 0_0, 0 - cos O_ cos 0,_=

- cos O_ sin 0,0_ cos O_ cos 0.0_ 0

frame--_ _frame--2 ]

_z--frame_l y--frame--I

frame--2
0 --w__/rame_ _

/rame-2
_x-/rame-_ 0

(23)

(24)

(2s)

(26)

(27)

(28)

(29)

(30)

(3_)

(32)

(33)

(34)

(35)

(36)

(37)
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E, ] [..... 1w__j ..... 1 cos Oy cos Ozt_= - sin Ozt_y

off ..... 2 = cos O_ sin 0_0_ + cos 0_0_
y--frame--1

f ..... 2 0_ - sin 8_0_OJz-- f r ame--1

cosOycosO_ -sinO_ 0 ]
= cos Oy sin Oz cos O_ 0

- sin O_ 0 1

(38)

(39)

Note from equation (39) that determinant of the matrix relating the angular velocities of frame-2 and the derivatives

of the parametrization cos 0y. Therefore, the matrix is invertible for small values of the angle 0 u.

2.4 Properties of Quaternions

We will present here the properties of quaternion algebra that we use in this paper 1 [K.W86] [OB79]. We will also

derive the derivatives of quaternions.

Quaternion addition: The sum of two quaternions x and y is given by

[ xo+yo ]x+y= £+g .

Quaternion product: The product of two quaternions x and y is given by

[ ] [ +1__£T 270 :_0y0 --

xy = z0i'+Zx £ Y = z0_+y0£+ xff "

Quaternion conjugate: The conjugate of a quaternion q is given by

<=[q°l__ •

Quaternion norm: The norm of a quaternion q is defined to be

Ilqll2 = q*q = q0 2 + _'. _.

This is analogous to the euclidean vector norm of a four dimensional vector.

Quaternion Inverse: The inverse of a quaternion q is defined as

q-1 1
= _q*.

It can be verified that this inverse has the property that

q-lq = qq-1 = 1.

Rotation operation: A rotation of a vector £ by 0 about an axis _ is given by

q£q*

where q is the quaternion given by

q = l sin(°) _ ]
COS( ° )

The derivatives of the Quaternion representing a rotation operation are given by

1

ct = q{_ _ }

_1 : q{lw} 1 1-b q{_t_}{_C}

where _ is the angular velocity and w is the angular acceleration.

The angular velocity and angular accelerations are given in terms of the quaternions through the following relations:

= 2q*_l

w = 2q°_ + 2dl°_l

1 Boldface letters represent quaternions
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Let us now calculate the derivative of the conjugate of the quaternion. As the quaternions representing a rotation

operation are unit quaternions (unity nortp ), the inverse is the conjugate. Hence

1 = qq*

0 = clq*+qq*

_1" = --q-l_lq*

---- -q*_lq*

= -q q{_}q

2.5 Relation between Rotation Matrices gc Euler Parameters

The operation of rotation by an angle 0 about an axis *_ can be represented by both a rotation matrix (R) and euler

parameters (q) as

R = cos(0)i'+ (1 - cos(0))_6 T + sin(0)_x

= [ cos( )q sin(_)_ ]

These two representations can be related as follows:

R = (qo 2 - _Tq_)I3 ×3 + 2q'qa" + 2qoq'X

3. Dynamical Equations of the Rotor

In this section we derive the equations of motion of the rigid body rotor supported by active magnetic bearings. We

begin this section, with a derivation using rotation matrices, and then proceed to do the same using euler parameters

(quaternions).

3.1 Dynamical Equations using Rotation Matrices

To eliminate ambiguity regarding the specification of reference frames, we will primarily work in the rotor reference

frame, and finally transform the coordinates to the inertial reference frame. We derive the dynamic equations of the

magnetic bearing in a systematic manner. For an excellent exposition on kinematics, refer to [RS94].

Step 1.
*_otor

We compute the angular momentum of the rotor about the origin of the rotor reference frame, denoted as/_roto_

as

rot .... t ..... tot (40)nrotor = lrotor it)rotor

Step 2.

We utilize the principle of torque balance to relate the rate of change of angular momentum to the net torque.

We note here that by net torques (T r°t°r) we refer to the summation of the applied torques (7 "r°t°r, and the moments

of the applied forces (if') about the origin of the rotor reference frame. It is to be understood of course that the

quantities on either side of the equality will be referenced in one coordinate frame. Indeed to avoid ambiguity, we

will henceforth refer to each of the aforementioned quantities in a single coordinate frame. Expressing all quantities

in the inertial reference frame, we get

rotor rrotor ninerttaI _rotor
l_rotor _ 1rotor l_Lrotor 02inertial

342

Step 3.
We utilize Newton's torque balance equations to derive the following.

rotor
Trotor

_rotor _-_ _ irrotor + ¢rotor X F;oto_
d......,d

l=l

n

l_tnertia[ _rotor Z l_inertiaI _i"'rotor rlnertial "Jr- _rotor X _rotor _inertial

i= 1

d -rotor
-- _[Hrotor]

rotor L.rotor _rotor _ rotor
lrotorOdroto r _L £droto r X Hroto r

rotor L, rOtOr

lroto r O)rotor



n

_lnerttal _rolo_" E inertlal il_'rotor F, nertta_ + _rotor X Rro¢o r _iner,,a_

i=1

|nertlai --rotor E -4 bnergta_ "iR.o,o_ r....t,._ + S(rrotor)R.oto. Fi..r,,o_

r)tner ttaL .rotor iner|l(l_ ro|o_ " rogof
"4"*t.otor "Jinerc,=_ X R,-o¢or R,nerrta_Hro¢or

rolor _rolor
[rotor _4J_otor

Rtnertla/ .rotOr r_rotor rrotor nlnertla_ .rotor ,
"_'*-ro¢or (_lner¢lG_ X rLinertla_lroto r _Lro¢o r '_JtnertlG|J

rotor _rotor
[rotor _Jrotor

inertial .rotor rotor rotor inertS_ .rotor
+ Rro,or S(w,..r,,,. )R(._r,,°_ /rotor R,.otor _i._,-,,=l

i
where _o, or is the point of application of the force _,..rt,°t, and is given _s

T_:--rotor =--,nerl|at

1 TI
Y'_-- rolOr 79t net tl,Oit y--inertiat

! _ - rotor t
r z--rotor rz--tnertiGt

1 1

r_--mrsertl_t _--tneP¢ictl

Rinertiat Riner|ial rotor--origin i
--rotor -- --rotor ry--snertiat r_--tnerttal

--_" rotor --o_s gtn 7.1
T¢ --inertial z --¢nerttttl

[0 0 0] 1

We now compute Wrotor in the following manner utilizing (14) - (16)

.'.rotor d • --rotor "T .rotor

_drotor = _[J_inerti.ij _Jtnert,at

rotor T :.rotor
L,_jr_nertlal_UJinertlat .... tor IT ..... ¢ ..... tote= -- L/t/nertiatJ J_nerttat)_Jiner¢lat

rnrOtor 17" .'. tog or

= L_inertiaij _Jinertlat

nlner fiat _.r ot or
_- [_rotor _Jtner¢ia|

:.rotor
Substituting the expression for _0roto_ from equation(46) in the torque balance equation, we get

t_

_rotor_enertiat _'tnerttel'ro_or J_- 2..,4 _ rr°t°r )-rtr°t°r _ inerttat =

ira|

(41)

(42)

(43)

(44)

(4_)

(46)

rotor r_snertia| _. rotor

rotor 2_rotor _dlrtertic_t

_inertiat r./ _rotor _ _rotor rrotorninertlo_ _rotor
_'_rotor D_inerttat)_tnertiatJrotor_rotor _tnertiat

We now rec_t the above equation in the following form

(47)_i_ertt=_ = Llrotor_rotor j L_rotor "/'inert,at "P 2_ _Lrr°t°r)ltr°t°r EinerttatJ
i=t

,.rotor .'nert'ot_--Xr,_'..rt,=t,_,--rotor _ ,,rotor .rotor r,,._rt,°_-_otor _ (48)--_Jrotor _rotor J LRrotor O_Jinerttai )_r_inertlatdrotor _rotor _Jtner/i¢iJ

_.rotor _rotor rrro_or1--lrnlnert$_t -.rotor _ _/-4 _ nlnertiat _i I (49)_tnerttat = Kinerti¢|[JrotorJ L_rotor ?'inert|al "_" _[rrotor)l_rotor _tnertlatJ

--rotor .... tot',--1 ..... t'at ..... t ..... lot Trotor'Dlnertiat .rotor (50)--_Ltnerttal_JrotorJ _rotor _-_inertl_t)-rLinerttalJro|or ZLrotor _Jtnerttal

Step 4.
We derive the force balance equations by first calculating the expression for the tinear momentum of the rotor

in the following manner.

rotor
_rotor _ rotor --rotor_rotor

rotor r_tr_ertl_ --rotor

_ _rO|Or _%ertl_t

Step 5
Newton,s law asserts that the rate of change of linear momentum equals the applied force. That is,

n

Qinertlat _ j_i : __rd --'ro¢or- (Sl).... ,or a._ ..... ,,_t ai tLro,or]
i=l

rotor :.rot ..... tot "rotor (52)= m vrotor + wrotor × Lrogor

.o,or_rotor _.,.,.or,,., .rot..... ,....... ,,o'---otor (53)Tt_ Urogor _- _-rLrotor _inerttat) m _Lrotor _lnertlat
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_rot or .
_Ve now compute v,oto,, m (53) in the following manner utilizing (14) - (16).

v ..... = R,_te_,_,] r _°te_,.4 (541

r nrotor 1T _.rotor r r_rotor 1 T c_¢ .rotor x -.rotor

= Ltti..r,,od oi...,,o,--ttt,._r.oAJ _1_ .... .o,)O,n_..o_ (55)

_lnertlai _r ol or .her t*Ql .rotor _otor
= n_otor v,,,e,.t,,_l -- Rro,o.. S(w, ...... ,)v ....... , (56)

: Potof

Substituting the expression for v,oto_ from equation (56) in the force balance equation (53), we recast the force

balance equation as,

zL_lnertlal = _ _rotof Oiner¢,°| -- _*n lILroto r _)[OJ,nertlai)V, ner¢la| (57)
--roto_ /_.,

rot ........... l .rot ....... t,,_ -_ro¢or (58)'On "_[ _rotor _Jiner¢lai )-ttrotor Uinerlia|

(59)

We now rewrite the force equation (58) in the following form

n

.__o,or 1 _ -i -roto_ -_oto,
v..,.._,,_ = m,.O, or _ F;...,,,. + S(w,....o_)v,.,_.,,°_ (60)

,:=1

mrotor c_t r_anert|.| .rotor , ninertS°4 .rotor (61)--llL{nertla_,D(-rlLrolor _a$inert,al)-ttroCor Uinertiat

Note that the last term in equation (61) may be simplified in the following manner.

R_ot.... ,.... ,., ._o,.......... _-rot.... ,...... t...... for ,r-.otor (62)
inert lal _ -flLro¢or _Jinertta( ) ZILrotor Uiner¢ia_ = J_iner¢ial._t_3rotor)l_Lintrtlo|J _),nertl°l

rotor _rotor -.fotov
= S(R, .... ,,,_ .... ) v,-,..-t,°, (63)

.rotor -_-oto_
= S(w,..r.a_)vm.r,,,_ (64)

Substituting the expression in equation (64) in equation (61), we arrive at the force bMamce equations,

:rot.,,- : _ -_.,.t,,. ..o,o,- -_o,......... ,o.+ S(_...r.°_)V_.,.r,,,,, -- 5'(_,,,.,-t,,,l)_',..rt,°_ (65)
_)inert_ol = Vnroto r

all

] ,_,.... ,°, (66)
Trl rOt or

Collecting the force and torque balance equations, we write the dynamic equations of the magnetic bearing as

follows.

_rotor --rotor rrrotor_--I rninettia_ -_otor _ o/-a _n=nert,al _i 1
_d,nertla| = ll[inert_allJrotort l-I£rolor l"inertita4 _- _rro_or)Itroto r r irter t|a_J (6_)

,----1

rotor rotor --1 r_iner|ia| ¢_ _rotor _ nroto_ rrOtOr r_inertial _rotor
-R, .... ,,,,[Iroto,.] (68)_rotor D(_a$inert,°, )_inertla|_rotor _rotor _inertla_

n

rotor ' (69)
Vinert,¢_ -- _rlrotor nert,ai

3.2 Dynamical Equations using Quaternions

As we saw in the previous section in equation 69 the force balance equations essentially are a restatement of F -- ma

in the inertial coordinates. So we will only consider the angular momentum equations.

d " rotor

T,_o°'o_ = -_ [H,-o,or ]

.rotor _-_ i rotor _roto_ _ rotor"Fro,o r + {"aroto a. X f_otor = ..... XIrotor _ rotor "{- _rotor Hro_or

Let us look at the first term on the right hand side of 71 initially.

rotor " rotor rrOtOr d / inertial _rotor inert|o| * _

LO,Or2rOtO. " = Iroto," _-_ tqroto- _'., r,, ,.,_qr oto." )

rrotor_ • ¢nertl_{ _rotor inertia{ * inertia| .-.rotor Inertia| *
= lrotor (qrotor _ginertiaiqrocor + qro¢or _;nert,aiqrotor

(70)
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Substituting this back into 71 we get

n

.rotor Z -_ _._"/'rotor "_ Troto r X otor

i=1

inertial .rotor • inertial*',

"_qrotor _inertialqrotor )

lrOtOr, inertial t 1 _rotor I .rotor inertial* inertial ,-.rotor inertial*

_otor [ qrotor I _Winertial J;dinertialqrotor n t- qrotor Winertialqrotor

inertial _rotor inertial* inertial t ] _rotor I inertial*\

--qrotor °Jinertialqrotor qrotor l'_t_inertiallqrotor )

rotate inertial t 1 _rotor I .rotor inertial* inertial _rotor inertial*

rotor ( qrotor I _inertial lWinertialqrotor "_- qrotor W inertlalqrotor

inertial _rotor . 1 _rotor _ inertial*

--qrotor _inertial{_inertiallqrotor )

irotor z inertial rrotor inertial
rotor (qrotor _inertialqrotor * )

Irotor/ inertial ,-;,*rotor inertlal*x .rotor rotor
rotor (qrotor Winertialqrotor ) "4- _rotor X _rotor

n

inertial .rotor inertial* _"_z inertial -_ inertial* inertial irgi inertial*\

qrotor rinertialqrotor "4- 2_.¢(qrotor rlnertialqrotor × qrotor l_inertialqrotor )

i=1

_rotor z inertial _r°t°r inertial*)-- inertial-rotor inertial* inertial rl"rotor inertial*1rotor (qrotor _inertialqrotor -I- qrotor 6dinertialqrotor X qrotor l-linertialqrotor

(71)

(72)

.-.rotor

_lJ inertial

n

inertial . *rrrotorl--1 r inertial --,rotor "_Z"_z inertial -..4 inertial*

q rotor Urotorl [qrotor 7"inertial "4- 2.._qrotor rinertialqrotor

t=l

inertial _rotor inertial * inertial _rrotor 1

--qrotor _inertialqrotor X qrotor Il inertlal J

inertial _-_i \
X qrotor -rinertial)

(73)

Comparing equations 68 and 73 we see the equivalence of both these derivations.

We have briefly derived the dynamics equations of the magnetic bearing system using euler parameters, as they

have many advantages. Euler Parameters are defined everywhere and they have a nonsingular mapping with the

rotational velocity vT. Using Quaternion algebra the above expressions can be further simplified. Simple expressions

for all composite rotations and rotating reference frames can be developed [K.W86]. Euler parameters have also been

shown to be as efficient computationally as rotation matrices and more compact in storage [JR90].

4 Small Angle Assumption

We have derived a detailed nonlinear model of the rotor supported by active magnetic bearings. We will now present

the standard assumptions made in deriving the dynamical equations of the magnetic bearing and the simplification

achieved on the nonlinear model [FK90].

In the magnetic bearing system, let the spin axis be x and the pitch and yaw axes be y and z axes. Let the

spin angle, pitch and yaw angles be 0_,0u,0_. Usually we assume that the angles 0_,8_ are very small so that

cos(0y), cos(a_) _ 1, sin(Ou), sin(0_) _ 0. Also we can reasonably assume that the product of velocities and angular

velocities are small and can be ignored. The external forces acting on the system are the forces at the two radial

bearing systems F_, F_ and F_, Fz_; the force at the axial bearing F_ and the external torque rmotor applied along

the spin axis. With these assumptions the equations of motion of a rotor supported by magnetic bearings reduce to

0'z
O"y J

d_

.dz j

y
Z

Oy F_

Oz F_

F}
7"rr_ot or

e'xi

l_'z
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where F E _12x1_ and G E

06 × 6

0 0

0 0

F= 0 0
0e x6 0 0

0 0

0 0

where a E _+ is a constant

1 0

M

G= 0 0
0 0

0 0

0 LL
Jr

_12X6.

16x6

0 0

0 0

0 0 0

0 0 0

0 0 0

0 0 wa

dependent on the inertias Jx, Ju.

0 0

0 0

0

0

--ida

0

06 X6

0 0 0 0

__1 0 0 0
M

0 X-7 _

0 0 0
0 _iL _ 0

dv dy

_ !z 0 0 0
Jw

5 Feedback control of the rotor motion

The rotor system motion is decoupled between the spin axes and its pitch and yaw axes.Hence for the design of a
linear state feedback controller we shall consider the dynamical equations of only the pitch and yaw axes motions of

the rotor system, given by

z = 04x4 A[id] £+ B u

where,= x 2 3 '1 1 2' 3 4T U2U3u4]T _+ .....R4X4, _]:{_4X4[xlzlzlzlz2z_z2x_] E_8, u=[u I E_,A: BE

0 0 0 0 _ "_
0 0 __1 _1

A[id]= 0 0 0 0 &B= 0 0 _ _ (75)
0 0 0 --wa -- J_ Jv
0 0 ida 0 _ _!z 0 0

dv

Note that the z], z_ subsystem and Zl2, z 2 subsystem form two decoupled 2 × 2 systems, while z,3, zl', z_, z_ form

a coupled 4 × 4 system. Let us choose the control

-klxl - k2z2

,, = B-' -k_z'_33-k_z_ 3 (76)
-klzl -- k2z,,

,l 4 4 4
-klzl - k2z2

such that k_ > Ofori = 1, 2 : j = 1... 4. We can now show that this control stabilizes the z_, z 2, z_, t_2 system at all

speeds w.

Theorem 5.1

Given (G1) The system given by equation 74

(G2) Feedbacks u given by equation 76

Then (T1) u l, u 2 stabilize the system at all speeds id.

Proof: _ I> Let us choose a Lyapunov function candidate V as follows:

£151 3 I-

V =
2

Taking the derivative of the Lyapunov function we get

.1=4

_1 _71 Z2 -- £2X2

3=1

3 4 3 4

--ida22_ 2 + ida2,222

3=4

< 0 ifx_ /=O for1 = 1...4
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Figure 2:0 u vs time : w = 0

Hence by Lyapunov theorem z_ converge to 0 for j = 1 • • -4. As the maximum invariant set containing the set x_ = 0

is x_ = 0, by LaSalle theorem [M.V78] z_ also converges to 0. Hence the system is stable at all _v. <16

5.1 Simulation Results

We simulate this system using the control system simulation package SIMNON. We present the simulation results of

applying the state feedback control given by equation 76 to the magnetic bearing system. We simulate the system

response y and 8_ under the feedback when there is no spin (Figures 1,2) and with a spin of lOOrad/sec (Figures 3,

4).

/

Figure 3: y vs time : w = 100
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Figure4: Oy vs time : w = 100

5.2 Magnetic Bearing Model

In this section we present the basic equations for a single axis magnetic bearing, and two associated pole excitation

schemes. The dynamical equations of the magnetic bearing may be written as follows.

= u0 (77)

= u. (78)

_0

where

¢0

¢,

U0

tt_r

E _ flux at pole location 0 (79)

E _ flux at pole location r (80)

E _ Control at pole location 0 (81)

E _ Control at pole location r (82)

Let the control force F generated by the magnetic bearing be the net force produced by the bearing elements at

the angles 0 and x (the positive and negative poles in a pair). Indeed,

F = Fo - F. (83)

We shall design the feedback control of the rotor using the net force as the control actuation. Treating this

requisite force as the commanded output of the magnetic bearing subsystem described by equations 77,78, we design

the flux feedback as a deadbeat controller. Inherent in this approach is the assumption that the flux feedback loop

would be run at a much faster rate than the bandwidth of the force feedback system.

Discretizing the flux equations in the following manner

[00,k,]  84,¢_.(k + 1) = ¢,(k) + Tu,(k)

where

uo(k) = is the net control voltage at pole 0 (85)

u,_(k) = is the net control voltage at pole r (86)

We now note the relation between force and flux is given the following form

F(k + 1) = Kj ..... j,u_[¢0_(k + 1) - _,(k + 1)] (87)

where the magnetic constant K 1..... lt,_x E _ relating the forces produced due to fluxes applied is assumed to be

known. Choose the control inputs in equation (84) to be of the following form.

-¢0(k) + v0(k) (88)
uo(k) = T

-_.(k) +v.(k) (89)u.(k) =
T
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where

vo{k) E _ is an exogenous control input, specified later (90)

v,,(k) __ _ is an exogenous control input, specified later [91)

Substituting equations (88) and (89) in (84), we get,

_(k+l) = _(k) (92)

Substituting equation (92) in (87), we get,

F(k + 1)= K, .... _,=_[v_(k)- v_(k)] (93)

We consider the following choices for choosing the control inputs vo(k) and v,_(k).

5.2.1 Mutually Exclusive Scheme

Choose the control to be

-r(k+ 1)
w(k) = (94)

g/_¢e-ll==

Now choose the controls v0(k) and v_(k) in the following manner.

I .o(k) ==(k) > 0 - _(k) = 0 (95)

{ vo(k) = 0w(k) < 0 -..* v,(k) = _ (96)

5.2.2 Biasing Scheme

Choose the following structure for the controls vo(k) and v,c(k).

vo(k) = Vbias + V,,ar*c,b_e(k) (97)

_.(k) = _b,..--_ ..... b,.(k) (98)

where

vb,o, E _ is a constant biasing input (99)

v,,,=r,,,ble E _ is a varying control input (100)

Note that such a structure for vo(k) and v_.(k) implies that

K, ..... _,=_[_0_(k)- _(k)] = K, .... _,._[(_,os + _,o_,o(k)) _- [(_,o. - v..... _,.(k)) _]
= K! .... ]t,,x[4VbiasVvar,ab, e_] (101)

We now choose the control v ..... ble(k) to be

F(k + I)

v_=,,_bt,(k) = K! .... ,t==vb,°, (102)

where the control F is chosen to stabilize the rotor motion.

Both these excitation schemes have their advantages and disadvantages. [n the constant biasin 9 scheme, we note

that the force to flux equations become linear. Also by choosing a_ the control is scaled by vb,=,, change in force (or

equivalently currents) required for a certain net force can be reduced. But maintaining a constant biasing voltage may

increase the losses. An alternative might be to use permanent magnets to provide the bias voltage. In the mutually

exclusive scheme we provide a force (or current) in only one pole, from a pair, at any time. On the other hand, the

force to flux relations are nonlinear.

6 Multiple Sensors _z Redundant Actuators

In many situations, we measure the same output with multiple sensors and the measurements have to be averaged in

some manner. Similarly, in the case when we have redundant actuators (more than the necessary three orthogonal

pairs), we need to apportion the actuation forces in an optimal sense, between all the actuators. Linear least squares

theory provides us with a method for doing these [RH88] [Aub79] [J.L55]. [n this section we will look at using the

least squares estimation schemes for averaging measurements from multiple sensors and splitting the forces among

redundant actuators.
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6.1 Linear Least Squares

Definition 6.1 A complete ,nner product space .\" is called a Hilbert space.

Definition 6.2 Given a Hilbert space )(. and a subset U E )(. the orthogonal complement of U. denoted by U a" is

defined as follows.

U J" = {x E X :< x,u >= 0Vu E U} (103)

That is, the orthogonal complement of a set U E X is the set of all vectors in X that are orthogonai to every vector

in U.

Theorem 6.1 Projection Theorem

Given (GI) A Hilbert space X.

If (I1) U E X is a closed subspace of X.

Then (TI ) The Hilbert space X can be decomposed into the direct sum,

X=U_gU _

Definition

£ = £0 + £1

UEX.

Theorem

Given (G1)

GC2)

G(s)

If (rl)

Then (TI)

Theorem

Given (GI)

(Ge)

If (11)

Then (T1)

(104)

6.3 Let U 6 X be a closed subspace of a Hilbert space X. Decompose a veqtor e 6 X into the direct sum

where £o E U and £1 E U t. Then £o is called the orthogonal projection of the £ 6 X onto the subspace

6.2 Projection Theorem

A Hilbert space X.

A direct sum decomposition of X = U _ U 1 .

A vector e 6 X.

eo is the orthooonal projection of £ onto the closed subspace U E X.

£- eo is the orthogonal projection of e onto the close subspace U "L

6.3 Minimum Norm

A Hilbert space X, and a vector £ E X.

A closed subspace U E X.

eo is the orthogonal projection of £ onto the subspace U.

For each _ E U,

lie - _011<__lie - _11 (105)

Given two Hilbert spaces X, Y, let the operator A be such that A : X ---* Y. We now make the following

definitions.

Definition 6.4 The range ofA : X --* Y denoted as _(A) = {A[x] 6 Y V x 6 X}.

Note that the range of A is the set of all vectors in Y that axe obtained by the action of the operator A on every

element in X. That is, _(A) C Y.

Definition 6.5 The null space of A : X -- Y denotedAf(A) = {x 6 X : A[z] = Or}

Note that the null space of A is the set of all vectors in X that are mapped by A into the zero element of Y. It is

clear that jU'(A) C X.

Definition 6.6 The adjoint of a linear operator A : X --. Y, denoted as A", is defined as follows.

• A*:Y--X

• <A[z],y>y=<x,A*[y]>x Vx6X, y6Y.

where < • > x is the inner product defined in space X, and < • >r is the inner product defined in space Y,

The usefulness of the adjoint operator will become evident in the solution of linear equations. The following properties

of the adjoint operator are vital to its use.

• Given an operator on a Hilbert space A : X _ Y, and its adjoint A" : Y _ X, it can be shown that

1. ,V'(A) = .A/'(A*A)

2. g(A) = g(AA')

• Given an operator on a Hilbert space A : X _ Y, _nd its axijoint A" : Y -- X, it can be shown that there exist

orthogonal direct sum decompositions of Hllbert spaces X and Y of the following form.

1. X = n(a*) (3Af(A)

2. Y = _¢(A).A,'(A*)
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6.2 Least Squares Solution of y = A[x]

Given a linear operator on the Hilbert space A : X --* Y, and a specific yl E Y, we define the solution of the linear

equation yx = A[x] as {x e X: yl = A[x]}.

There are three cases that merit consideration.

* If the operator A : X _ Y is such that the R(A) = Y and the A/(A) = {0x), then the solution of y_ = A[x]

exists and is unique. The solution is given as x = A-l[yl]. Note that the inverse A -1 : Y -* X exists. Such a

solution corresponds to a system of linear equations with as many equations as there are unknowns.

• If the operator A : X --* Y is such that the R(A) C Y and the _'(A) = {0x }, then we note the following,

yl = A[z]

A*[yl] = A*[A[x]]

m_'[yx] = A*m[x]

where the operator A*A : X .--* X. Note that .,V'(A*A) = JV'(A) = {0x}. This implies that the inverse

(A'A) -1 : X _ X exists. The solution therefore can be written as

z = (A*A)-IA*yl (106)

There is a simple geometric interpretation of the above result. Given yl E Y, there is a unique direct sum

decomposition of y_ as, y_ = (y_ E :_(A)) • (y12 E A/'(A*)). That is, the vector in :_(A) closest to y is the

vector y - y12. Indeed, the best one could do is to find a solution z E X such that A[x] = y - y12 = y11. So

we attempt the following solution,

y,-yl2 = A[x]

A*[yl -- Y,2] = A*A[x]

A*[yl]- A*[y12] = A*A[x]

A*[yx]- 0y = A*A[x]

A*[ya] = A*A[x]

, = (A*A)-'A*[yx]

The solution (106) is called the least-squares solution of the linear equation ya = A[x]. Such a solution

corresponds to an overdetermined set of linear equations.

• Given a linear operator A : X ---* Y is such that the _(A) = Y and the {0x} C .h/(A), we follow the geometric

intuition as follows.

- Solutions exist as/_(A) = Y.

- Consider any solution x, E X : ya = A[x@ This solution has a unique direct sum decomposition of the

form xi = (z,, E. _(A*)) _ (x,2 E Af(A)). Indeed, there is no contribution of x,2 E Af(A) to the solution

of yl = A[x]. Furthermore, as xia E _(A*), it is true that there exists w E Y such that x,1 = A*[w].

Note that

yl =- A[x,] (107)

= g[_,, + x,_] (108)

= A[._I] (109)

= A[m*[w]] (110)

= AA*[w] (111)

Now note that AA* : Y ---* Y. Also "R(AA*) = "R(A) = Y. This implies that A/'(AA*) ---- Oy. This

guarantees that (AA*) -a exists. We therefore solve for w in equation (111) as

w = (aa*)-ayl (112)

Note that the minimum norm solution is certainly one that does not include elements from A/'(A). There-

fore, the minimum norm solution of y_ = A[x] is x,l = A*[w] = A*(AA*)-Xy_. This solution corresponds

to an underdetermined set of linear equations.

6.3 Least squares solution to multiple sensors and redundant actuators

Let us consider the case when there exists a multiplicity of sensors for the same measurement. Let the actual

measurement we are looking for be x and the multiple sensor measurements be y = Az. Then, to get a mean

measurement, with minimum error to the actual measurement, corresponds to exactly the overdetermined case in the

least squares estimation. The measurement is then given by

x = (A*A)-1A*[yl]
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This (A'A) -1A* is indeed the pseudoinverse of the A matrix.

Now consider the case when we have redundant sensors and we are looking for a force split that minimizes the

norm of the total force applied. Given forces x produced by the redundant actuators, the net force applied is given

by y = Bz. Now, given a force to be applied y, splitting it among the redundant actuators with minimum norm, is

exactly the underdetermined case derived in the least squares estimation. The solution is given by

z = B*[w] = B*(BB*)-_y

Note that B*(BB*) -1 is the pseudoinverse of B.

7 Summary

In this paper we have developed the detailed dynamical equations of a rigid body rotor supported by actively

controlled magnetic bearings. We have done this using both Rotation Matrices and Quaternionsto see the equivalence.

Quaternions are more convenient to use, as they provide a nonsingular (invertible) transformation to the angular

velocity uT. Also euler parameters are computationally as efficient and more compact in storage than rotation matrices.

In addition, in developing the model of the magnetic bearing system, we have oonsidered two schemes for pole

excitation.

We notice that the model of the bearing system depends on the angular velocity in the spin direction. We have

developed a state feedback controller that stabilizes the system for all speeds of rotation. We also note that this

controller essentially decouples the system into 2 x 2 subsystems. We have presented simulation results showing the

performance of the controller.

Finally we also present a least squares scheme for minimizing the residual in measurements of output with multiple

sensors, and for minimizing the norm of the actuation forces when there are redundant actuators.
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SUMMARY

Using measured values of two-dimensional forces in a magnetic actuator, equations of
motion fox"an active magnetic bearing are presented. The presence of geometric coupling between
coordinate directions causes the equations of motion to be nonlinear. Two methods are used to

examine the unbalance response of the system: simulation by direct integration in time: and
determination of approximate steady state solutions by harmonic balance. For relatively large
values of the derivative control coefficient, the system behaves in an essentially lineal" manner, but
for lower values of this parameter, or for higher values of the coupling coefficient, the response
shows a split of amplitudes in the two principal directions. This bifurcation is sensitive to initial
conditions. The harmonic balance solution shows that the separation of amplitudes actually
corresponds to a change in stability of multiple coexisting solutions.

INTRODUCTION

In the short time since the introduction of practical magnetic levitation for rotating shafts,
significant progx'ess has been made in designing and modelling the performance of magnetic
beatings, to the point where they are practical fox"a variety of applications. These include machine
tool spindles, pumps, compressors, gyroscopes and momentum wheels [I ]. Some applications,
those with significant rotor flexibility and coordinate cross coupling, present difficult challenges,
however. In this category fall some pumps and many compressors and turbines, including gas
turbines. Recent papers, such as those of Williams, et al. [2], Lee and Kim [3], and Nonanai, et
al.[4] have confronted limitations of vibration control at high speeds t'o1"flexible rotors using
magnetic bearings. Rotor dynamic stability and robust vibration control in these rnachines will
increasingly depend on an understanding of the systern dynamics that goes beyond traditional
linear models.

This paper presents equations of motion and simulations of a two-degree-of-fieedom
system subject to forces from an actively controlled magnetic actuator, where the control is lineal"
but the forces from the actuator include coordinate coupling of a l'orm found in experimental
measurements. The resulting equations are nonlinear and coordinate-coupled, and the response
contains several features found only in nonlinear systems.

ACTUATOR FORCES

A schematic of an active magnetic bearing is shown in Figure I. It consists of two
opposed pairs of electromagnets axTanged around a shaft. Each of the magnet pail's will be
controlled independently. The control is linear, taking as input the shaft displacement along the
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axisof themagnetpair,andproducingasoutputavariationof themagneticflux B. This typeof
controlis anidealizationfrom thepracticalcase,wherecontrolis moreeasilyexertedoneitherthe
cunentor thevoltageappliedto themagnetcoils.

_i _ gap

Figure 1. Magnetic bearing actuator. Sensors and control not shown.

The force between a magnet and a fen'omagnetic part is the negative of the deriw_tive of

magnetic field energy with respect to virtual displacement of the pa,'t. The traditional model lbr
forces from a magnetic actuator in a magnetic bearing is based on one-dirnensional magnetic circuit
theory, in which it is assumed that the lines of magnetic flux cross the air gaps of the bearing in
straight lines. It is generally assumed that the direction of the force is along the axis of symrnet_2¢
of the magnet. In a previous paper [5] measurements were described in which the forces from a
rnagnet with curved pole faces acting on a circular shaft had both an attractive cornponent and a
component normal to the axis of the magnet when the shaft was given a displacement away fi'om
this symmetry axis. The ratio of forces was found approximately proportional to the normal
coordinate.

In the calculations that follow, both principal forces and norrnal forces are assumed to act.

The principal force from each magnet is modelled by this one-dimensional circuit theory, in which

Fp = aB2 (1)
!Uo

where a = pole cross section area
B = magnetic flux

lUo = permeability of free space

Often the flux is written as a flmction of the coil current i, wire turns N and gap h, leading to

p.o(Ni)2a

Fp - 4h 2
(la)
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In thepresentwork, thecontrolledquantityis assumed to be the flux B, so Equation ( I )
will be used to model the attractive force between each magnet and the shaft

Based on the measurements of [5], the normal force is considered to be

F n = O_Fp (2)

where the coupling parameter _ is empirical. The directions p,n correspond to directions x,y or
y,x as appropriate ['or each magnet.

Linear Flux Control

Consider the case in which a point mass is acted on by two opposed magnet pairs, shown
schematically in Figure 1. In an attempt to linearize the system so that the mass effectively is

subject to a lineal" restoring force like a spring stiffness, a large bias flux Bb is introduced in each

magnet gap, and a control flux Bc is superposed. If the bias flux is equal in both magnets of the
vertically oriented pair

Blb= B3b = Bb (3)

This constitutes the special case in which the bearing is not required to support a steady load, as in
a vertically oriented machine.

If the control flux is made equal in magnitude but opposite in sign in the two magnets

Blc= -B3c = Bc (4)

then the resultant force in the y direction

--a-a [(Bib+ BIc) 2-(B3b+ B3c) 2]
Fy (1.3) - lklo

(5)

is linear in the control flux

Fy (1,3) = _a-oaBb Bc
(6)

Coordinate Coupling

The approach above ignores the norlnal force found by experiment and calculation. This

normal force results in the need for control in the x direction as well. Suppose that an additional
magnet pair is placed on the x axis, subject to the same bias and control flux as the y-direction pail'.
For instance, let the control flux in each magnet be proportional only to the distance from that
magnet, neglecting tbr the present any derivative control. That is

Bc = - KBbXp (7)

where the subscript p denotes the principal axis, the axis of symmetry of the magnet.
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Then,addingall theforcesin thex direction

Fx- -4aB_IKx!t.to - _x°t{1+ K2y2)]
(8)

Similarly, they directionforceis

Fy --4aB_ IKy ___y(1+ K2x2)]
!Uo

(9)

It is seenthatthecoordinatecouplingembodiedin theparametero_hastwoeffects: it
obviouslyyieldsaforcenormalto thedisplacement,but it alsoattenuatestherestoringforce.
reducingtheeffectivestiffness.Boththeseeffectsoccureventhoughtheindependent-axiscontrol
algorithmisassumedperfectin itsability to givealinearstiffnesscharacteristicin theprincipal
direction.

Theforcesgivenby Equations(8)and(9)arederivablefrom apotentialenergyfunction

v_4aB_,I(ff _ __)(x2+y2)_ __K2x2y21
lao

(10)

Thisquantitymayberendereddimensionless

V= (K-A)(x2+ y2)_ AK2X2y2 (iOa)

usingtheparameters

K = 1,;:c A = OtC

X = x/c Y = y/c
(11)

Figure 2 contains plots of the dimensionless potential energy at different levels of the

coupling parameter A [6]. The attenuation of principal stiffness with increasing A is evidenced by

the decrease in amplitude of the potential, and the normal forces are evidenced by the tendency of

the potential surface to sag along lines at 45 ° to the principal axes. One way to consider the
implications of these plots is to visualize them as solid surfaces upon which a mass in the shape of
a small sphere might roll if given an initial velocity and/or displacement from the origin. This is a
physical analog to the free vibration of a mass subject to the force equations given above.
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K=5, A=0.1 K-5, A=0.2

O •

K=5, A=0.5

Figure 2. Potential energy for different degrees of coupling.
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FORCED RESPONSE

If a derivative feedback is added to the proportional feedback

B c = _ lCBbx p - _Bb?( p

the force equations

9 `9 .'9

Fx = 2aBf_ [-2Kx + o_x {1 + K2y2}] - 2_ + 2otKTxy3? + oty-xy-
I.to

(12)

(13)

2 `9 .,)

- 2aBb • K2x2)] 2"[)' + 2otk-'Tyx:_ + oty-yx- (14)
Fy - --_o [-2ICj, + cry(1 +

show a coupling of the proportional and derivative terms in each coordinate, as well as a coupling
of both these terms to the other position coordinate.

Consider a mass m subject to the above actuator forces in addition to an unbalance forcing
function. Newton's second law is written for each of the coordinate directions, with the resulting

equation of motion in x as

m_--4aB_ [Kx-_-x (1+ K2y2) + T),-ctKh, xyy- 91-_)'2xy 2] + meco2cos_t
12o

rn_ - -4aB_ Kx + Tx - _x I + K2y 2 + otK'yy), + y2_,2 + mec.0-coscot
12o 2 -

or

and in y

(15)

(16)

(17)

(18)

[ { K2x2 + 1___,2x2}] + meco2sino3tm3/- -4aB_ ICy + "p)- _-y 1 + + otk-'yx_ 9
12o

By choosing the additional nondimensional parameters

K = rdc E = e/c

T = te n F = )'coo n

f2 = o._/o)n On = ,,_/4aKB_
m12o

the system of equations can be nondimensionalized. Here, ton is the natural frequency the system

would have if there were no coupling present (t_ = 0). As Equation (10) indicates, for any positive

value of o_, the actual natural fi'equency will be reduced from this value.
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The nondimensional forms of the equations are

X"=-I KX+FX'- X I+K2y 2+2KFYY'+I-'-Y'- +E_-cos_T
K (19)

y,, = _ / KY + FY' - 1 +K2X 2 + 2KFXX' + F-X'- + E_-sin_T
K (20)

where ' and " indicate differentiation with respect to dimensionless time T. These equations may be

integrated in tirne after assigning values to the system parameters K, F, A and E, along with
appropriate initial conditions for all of the quantities X, Y, X' and Y'. It should also be noted that

the forms of the forcing function in the final terms of Equations (19) and (20) also constitute initial
conditions, in the lbrm of an assumed phase angle for the forcing function at T = 0.

ANALYSIS

Two methods are used to examine the response of the system to unbalance forcing:
numerical integration fi'om arbitrary initial conditions using a fourth-order Runge-Kutta algorithm.
and approximate calculation of steady state solutions by the harmonic balance method.

Natural Frequency

Because the potential energy of the system as shown in Figure 2 is not described by a
surface of revolution, the natural fl'equency of the system depends on the initial conditions. If
initial conditions of finite displacements and zero velocities am chosen, the period of oscillation in
free vibration is a function of the displacements, or alternatively, of the radius and angle of the
initial conditions. Figure 3 indicates this dependence. The results were obtained by direct

numerical integration, and dissipation was not included. Part (a) shows the period as a function of

radius for a fixed angle from the x-axis (22.5 o) and part (b) shows the effect of the angle of the
initial condition for a fixed radius (0.5). The two periods both increase with radius, a characteristic

of systems with softening stiffness. The period in Y is different from that in X because the path of
the oscillation does not in general pass through the origin. There is a single period only when the

initial conditions lie along a line at 45 ° to the two axes, as shown in Figure 3b.

O
"r"
O

1.1 i 1.03

K=3.0 ,_

,,=o.15 /I
1.05

0.95

0 0.5

R

(a) Fixed angle from x axis

1.02

o 1.01

0

12.

I I

0.99

0 45

I,:--3olA=0.15

R=0.5
I I

15 30

0

(b) Fixed radius

Figure 3. Effect of Initial Conditions on Natural Period
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Forced Response by Numerical Integration

When the derivative control coefficient F is made finite so the system dissipates energy, the

response of the system to unbalance forcing can be calculated. The effects of three parameters are

examined: K, F, and A.

The proportional control coefficient K determines how rapidly the flux, and thereby the
force, from a magnet is reduced as the shaft approaches that magnet. A value of K= I would cause
the flux to be reduced to zero at contact (not counting the contribution from the derivative control

coefficient F). Larger values of K would correspond to "stiffer" bearings. Because of the form of

nondimensionalization of Equations (19) and (20), however, an increase in K while holding F

constant causes a decrease in the effective dissipation coefficient, by virtue of a change in the

natural frequency. This must be considered when interpreting the results of parametric studies,

since a straightforward increase in the dimensional quantity _ (i/m) would not affect the

dissipation, or derivative control, coefficient. The fact that K cannot be eliminated from the

equations of motion is a result of the essential nature of nonlinear systems.

The measurements of [5] indicate that A=0.15 is a reasonable value for the coordinate

coupling coefficient A. In the calculations below, A is varied from 0.05 to 0.25.The values of F

were chosen to provide dissipation of the same order as in a linear system having damping ratios
between 0. I and 0.3. In all the results presented here, the unbalance magnitude is E=0. I .

Studies examining large ranges of parameter combinations are planned but are beyond
the scope of the present work. Nevertheless, much can be learned from a limited parametric

study.

Figure 4 shows the effect of increasing the coefficient K from 1.0 in part a to 3.0 in part b
to 5.0 in part c. As noted above, increasing K alone results in a smaller value of the derivative
control coefficient. With this in mind, Figure 4 still indicates an important feature of the system:
that for some combinations of parameters, the response exhibits a split, with the motion on one

axis having a much higher amplitude than that on the other axis. Associated with this split is a
sudden jump in one of the amplitudes as the fi'equency is increased. In fact, one of the solutions of
Figure 4c extends beyond an eccentricity of i.0, which in the physical case would result in solid
contact. At some frequencies near the natural frequency, however, two solutions exist that are
both within the physical bounds of the system. Furthermore, the solutions are dependent on the
initial conditions. For the case shown, the integration begins with both shaft position and velocity

equal to zero. The numerical integration proceeds until all transients have decayed and the peak
amplitudes in the two directions ale sampled. The forcing function, the final terms in Equations
(19) and (20), also imposes an implicit initial condition by virtue of its assumed phase. In fact, the
cosine portion of the forcing function begins with a step imposition of force at time t=0, although
all transients associated with this discontinuity have decayed before the amplitudes are sampled.
If, however, the cosine and sine parts of the force are exchanged, the solutions for X and Y are
also found to have exchanged places. This is in marked contrast to a linear systern, where the

amplitude is unique after transients have decayed.
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Figure 4. Effect of variation in dimensionless proportional control coefficient K.
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The effect of the coupling parameter can also be examined. Figure 5 illustrates the effect of

increasing the value of A, while K is held constant at 0.3. The values of all parameters except A
are equal to those of the case shown in Figure 4b. As A is increased beyond a threshold value,
between 0.15 and 0.25, multiple solutions appear near the natural frequency. In this set of plots,

the natural frequency is a constant, making this parametric variation somewhat easier to interpret

than the previous one.

Reduction of the derivative control coefficient F can also bring about a situation with

multiple solutions, as shown in Figure 6, as can an increase of the unbalance eccentricity, not
shown.

Thus, the bifurcation seems mostly to be an amplitude-driven phenomenon, such that when

a critical amplitude is exceeded, the solutions split. In all cases, the split is initial-condition-

dependent.

Solution by Harmonic Balance

Another approach to examining the steady-state response of a nonlinear system is the
harmonic balance method, which is approximate but analytical rather than numerical. It has the

advantage that both stable and unstable solutions can be located, whereas numerical integration can
locate only stable solutions.

The method consists of assuming steady solutions of the form

X = C cos_T + Dsin_T (21)

Y = G cosf_T + Hsinf2T (22)

where C, D, G, and H are to be determined. Equations (21) and (22) are differentiated and

substituted into the equations of motion. The resulting powers of trigonometric functions are

expanded using trig identities, after which the harmonics higher than I are neglected. Because the
truncation of higher harmonics is not performed until after the powers of trig functions are

expanded, the solution retains its nonlinear character, although the equations have been
approximated. The resulting four algebraic equations for the constants C, D, G, and H are coupled
and highly nonlinear and must themselves be solved by a numerical Newton-Raphson iteration [6].
When the constants are tbund, the steady amplitudes can be calculated readily.

Figure 7 shows the amplitudes obtained by harmonic balance for the case corresponding to

Figure 5a. These results indicate that in the neighborhood of the natural frequency, foul" solutions
actually exist. (Two are identical.) Two of the solutions ale apparently unstable, but the harmonic
balance method does not yield stability characteristics. Based on the results of numerical

integration, however, it appears that the solutions corresponding to equal amplitudes for X and Y
ate unstable when they lie between the unequal solutions. Thus the jump in one of the amplitudes
stems from a change in that solution's stability. Where the equal-amplitude solutions lie below the

unequal solutions, they are the stable ones. The unequal solutions ale believed to exist at all
frequencies, but are difficult to locate by Newton-Raphson beyond the range that is shown.
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The close correspondence between the numerical and analytical results supports the validity
of both methods. Neither method alone is sufficient lbr a complete understanding, however,
because the numerical solutions are dependent on initial conditions, and the analytical solutions
provide no information on stability.

The nurnerical integration can in fact be used to track the unstable solutions to a very limited
extent by careful choice of initial conditions, as shown in Figure 9 by the parts of the curves
labelled "alternate solution". These initial conditions are based on the harmonic balance results.

and tend further to support the validity of both methods.
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CONCLUSIONS

Equationsof motionandlimitedparametricstudiesarepresentedfor thecaseof amagnetic
bem'ingsubjectto flux control,withgeometriccoordinatecoupling.Therearetwoeffectsof the
couplingparameteron thesystempotentialenergy:areductionof theprincipalstiffness,and
introductionof a nonlinearnormalstiffness.

Theequationsof motionarenonlinearandexhibitbehaviorthatisdistinctlydifferent'fi'om
that of linear systems. In forced response, the amplitudes of the system show bifurcations that are
the result of changes in stability of multiple coexisting solutions. The stability seems mostly to be

amplitude dependent, and the critical amplitude is a function of several parameters, K, F, and A.

In the long term, successful implementation of magnetic bearings where large eccentricities

may be encountered will depend on a deeper understanding of the nonlinear characteristics of the
combined rotor-actuator-control system.
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SUMMARY

A small-scale laboratory magnetic suspension system, the Large Angle Magnetic
Suspension Test Fixture (LAMSTF) has been constructed at NASA Langley Research
Center. This paper first presents some recent developments in the mathematical

modelling of the system, particularly in the area of eddy current effects. It is shown
that these effects are significant, but may be amenable to modelling and measurement.
Next, a theoretical framework is presented, together with a comparison of computed
and experimental data. Finally, some control aspects are discussed, together with

illustration that the major design objective of LAMSTF - a controlled 360 ° rotation
about the vertical axis, has been accomplished.

INTRODUCTION

In order to explore and develop technology required for the magnetic suspension

of objects over large ranges of orientation, a small-scale laboratory development system,
the Large Angle Magnetic Suspension Test Fixture (LAMSTF) has been constructed at
NASA Langley Research Center. Possible applications for magnetic suspension systems
of this general class include space payload pointing and manipulation, microgravity
vibration isolation and wind tunnel model suspension [1]. An important objective of

this particular project is to investigate the dynamic modelling of large-gap magnetic
suspension systems, so that future systems can be designed with higher confidence
levels.

HARDWARE DESCRIPTION

The general configuration [2] is illustrated in Figures 1,2. An array of five, room
temperature, copper electromagnets are equally spaced on a 13.77 cm radius. The coils
are wound with 509 turns of AWG 10 enamelled copper wire on bakelite forms, with

mild steel cores. The electromagnets are mounted on an aluminum plate 1.27 cm thick.
Each electromagnet is driven by a transistor switching power amplifier, rated at + 150
V and + 30 A continuous, with four-quadrant operation.

The suspended element consists of 16 wafers of Neodymium-Iron-Boron
permanent magnet material, each 0.851 cm in diameter and 0.3175 cm thick, epoxied
into an aluminum tube, 5.32 cm long and 0.9525 cm outside diameter. The total mass
of the suspended element is 22.5 grams and the moment of inertia about tranverse axes
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is 5.5 × 10 -6 kg.m 2. The direction of magnetization is along the axis of the cylinder,
which is horizontal when suspended. The nominal magnetization is 954,930 A/m (1.2

Tesla), although measurements have indicated a slightly lower working value. The
suspension height is 0.1m, measured from the axis of the suspended element to the top
plane of the electromagnet conductor.

The position sensing system consists of multiple light beams, arranged in the
vertical and horizontal planes, partially interrupted by the suspended element. The

light sources are miniature infra-red light-emitting diodes, intended for use with fiber-
optics, with collimating lenses added. The light receivers are matching infra-red
phototransistors, with focussing lenses added. The complete sensor system is mounted
on a framework which can be rotated by hand about a vertical axis. A schematic
diagram of the sensor assembly is shown in Figure 3.

Several different control systems have been developed and demonstrated,
including a simple analog version with phase-advance ("lead") cqmpensation [2], a first-
generation digital controller, generated using the bilinear (Tustin's) transformation [3,4],
a decoupled PD controller [5], and LQR and LQG designs [4].

EDDY CURRENT EFFECTS IN LAMSTF

Introduction

Whenever a time-varying magnetic flux penetrates a conducting medium, eddy-

currents will be generated. In the c_e of LAMSTF, the principal time variation is due
to the necessary control forces and torques being generated by fluctuating electromagnet
currents, since the system is open-loop unstable. In the original design, eddy-current
circuits were deliberately introduced in three main areas, as illustrated in Figure 4 :

1) Position sensor structure, 2) Electromagnet cores, 3) Aluminum baseplate

This was done so that it would be necessary to measure, analyze and model the
eddy current effects, rather than attempting to avoid their influence, as is the usual
practice. The fact that stable suspension was initially achieved rather easily [2] was
taken to indicate that the eddy current effects were not very significant. However, a
consistent discrepancy has been found in the dynamic behaviour in the "pitch" degree-
of-freedom, illustrated in Figure 5 [3,4]. In consequence, an analysis and modelling
effort has now been undertaken.

Eddy Current Modelling

A simplified analysis can be employed to assess the effects of eddy currents in
LAMSTF. The two key assumptions are some a priori knowledge of the geometry of
the eddy current circuit and that the circuit geometry be independent of fi'equency.
The first assumption might require that the eddy currents be constrained to flow
around well-defined paths, such as the position sensor structure here, rather than

through large plates or shells of conducting material. Alternatively, the circuit
geometry must be relatively simple and predictable. The second assumption requires
that the "skin depth" be much greater than the local material thickness. The skin
depth is given by the following formula [6] :

2 2p)
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- where d = Skin depth, /t = Permeability, p = 1/a = Resistivity, w = angular
frequency. In the case of LAMSTF, the natural frequencies of the suspended element
are rather low, of the order of 10Hz or less. For an aluminum conductor, the value at
10Hz would be around 28mm, much greater than the typical material thickness in
LAMSTF. The only exceptions are the iron electromagnet cores, although it is found
later that their influence is confined to higher frequencies.

If both of the above assumptions are satisfied, the resulting model corresponds to
that commonly described in literature as the Single Time Constant Model. The
derivation resembles the analysis of a transformer with a shorted secondary, as
illustrated in Figure 6 :

V = IR + L dI dIel die2
d-{ + Lml--d_ + Lrn2 dt + .... (2)

dIel L dI
0 = IelRel+Lel--- _-+ mldt - (3)

- where Re , Le are the resistance and inductance of the n'th eddy current circuit and
L m is then mu_ual inductance between the primary (the electromagnet coil) and the
eddy current circuit. Note that mutual inductances between multiple eddy current

circuits are neglected. The terminal characteristics of the primary (driven coil) can be
found by combining these two equations :

)
(R + Ls) - Re1+ LelS ....

One special case is of interest here. Suppose that :

L=aLel (0_a<_) and Lml=/3x/(LLel ) (0</3<1) -(5)

then: I=( 1 ) -(6a)
fl2a (LelS)2

(R+ Ls) - Rel+ LelS ....

butifRel_,0ors_,cxD : I=(R+Lsl(l_fl2)) -(6b)

This indicates that a non-dissipative (reactive) secondary effectively "turns off"
part of the primary inductor. Continuing, the field components generated (at the
suspended object) can be expressed as •

Kel Lml s

Bj = KjI + KelIel + .... KjI(1 - Kj (Rel + LelS) .... ) - (7)

where K., K e are constants representing the field generated at the suspension location
by the el]ectro_nagnet and the n'th eddy current respectively. Now the factor K e will, in
general, be different for each field component, that is each individual eddy current will
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affect each field component by a different proportion. Therefore the eddy current
effects in a system involving several electromagnets and eddy current circuits should be

represented as follows :

[Bj] = [Kj] [I] + [Kje ] [Ie] - (8)

- where [Bj] = (B x By B z Bxx ... )T, [i]=(i 1 i2 ... )T, [Kj] is a rectangular matrix of

field coefficients and [Kje ] is similar, though possibly of differing dimension. It is

presumed that [Ie] can be derived from [I], following equations 2,3.

Alternatively, if the eddy current circuit has similar geometry to the primary

(for example the induced current in electromagnet cores), it can be argued that the
relative effect on all field and field gradient components at the suspended object will be
similar. In this case, the representation can be considerably simplified by invoking a
false current as shown :

Kel Lml s

I'=(1 - Kj (ael +LelS) +'")I' whereBj =KjI' -(9)

It should be noted that the change in electromagnet terminal characteristics and
the change in field at the model are two separate effects and should be modelled as
such.

Determination of Parameters

The question now is, can the parameters K e , L e , R e and L m be estimated
• • " 7 " n . .n •and/or measured with sufficient accuracy. First the problem o_estlmahon is addressed.

Calculations have been carried out using the finite element computer code

VF/GFUN, by Vector Fields Inc.. It should be noted that this code is magnetostatic
and has no capability for direct eddy current calculations, although such codes are

available (for instance ELEKTRA, by the same supplier). Instead, the code is used to
calculate flux linkages, hence inductances, using :

n

¢ij = _ Lij Ij - (10)
j=l

VF/GFUN calculates the field on a grid representing the linkage plane of the
eddy current circuit. The field normal to the plane is then numerically integrated (by
the OPERA pre- and post-processor) to yield the flux linkage term. Figure 7 illustrates

the general arrangement. The calculation of the Ken terms is straightforward.

By way of example, a series of calculations has been made for a single LAMSTF
electromagnet with a representation of one part of the position sensor assembly
mounted on the same axis, as illustrated in Figure 8. The required parameters were

predicted (or previously measured) to be :

L = 0.0275 H

L e = 6.69 x 10-7 H

Lm = 1.0998 x 10 -5 H

R = 0.74 f}

R e = 2.243 x 10 -4

370



K z - 3.495 x 10-4 T Kze = 4.369 x 10-6 T

Incorporating these values in equation 7, and examining the axial (z-axis) field
component, gives :

Bz=KzI(1 - 6"13×10-4s ) _ (11)
1 + 2.983 x 10-3s

It is seen that the reasonant frequency of this eddy current circuit is around
53Hz, significantly higher than LAMSTF open-loop natural frequencies, but still well
within the range of interest.

Experimental Verification

Actual measurements of the current to field transfer function, corresponding to
equation 7, were made with an experimental set-up as described above, and later with
LAMSTF. Field components were measured with a F.W. Bell Model 9903 Hall-effect

gaussmeter. Electromagnet currents were measured using a current shunt. The transfer
function was measured directly with a Schlumberger Model SI 1250 analyzer, with sine-
sweep excitation. The results for an air-cored electromagnet with no eddy current
circuits are shown in Figure 9, and are taken to represent the probe + instrument + data
acquisition system response. These results are subtracted from all subsequent
measurements. Figure 10 shows the measured transfer function for Bz, together with
the predictions from equation 11. The agreement is thought to be satisfactory. The
values of most parameters could be adjusted (refined) to give a better agreement, as
shown in Figure 11. The only significant residual discrepancies are seen to occur at
higher frequencies where the validity of the Single Time Constant Model is
questionable.

The adjusted form of equation 11 is :

B z = KzI (1 - 7.591x 10-4s )
1 + 2.934 x 10-3s

- (llb)

More Complex Cases

If the electromagnet is mounted on the aluminum plate, a second eddy current
circuit is added; when the iron core is inserted, a third'is added. Figure 12 shows the
comparison between experimental and computed responses. Again, the agreement is
fair, although capable of improvement by refinement of parameter estimates, also shown
in Figure 12. Note that, even if refinement of parameters is undertaken, the model does
not correctly predict the high frequency behaviour, particularly where the iron core is

present. This is due to the iron core becoming highly dissipative at these frequencies,
due to its small skin depth.

An additional series of calculations and measurements has been made for the

vertical field component generated at the centroid of the suspended element due to a

LAMSTF electromagnet at the design location, i.e. with the sensor ring off-axis relative
to the electromagnet. The geometry is illustrated in Figure 13 and typical computed
and measured responses are shown in Figure 14. It is clear that the model is

progressively less suitable for progressively more complex geometries.
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Measurementshave alsobeenmadewith the full LAMSTF sensorframe in place.
Examples are shown in Figure 15. Due to the geometrical complexity, with multiple
interlocking eddy current paths, it has not yet been possible to compute resonable
estimatesby the methodsshown. It shouldbenoted,however,that another assumption
inherent in the form of the model previously chosenhasbeen violated, that is the lack
of interaction between separate eddy circuits. If these circuits are physically and
electrically connected,this is clearly not reasonable.

Terminal Characteristics

It appears to be possible to experimentally estimate certain important
parameters without direct measurement of magnetic fields. Figure 16 shows a
comparisonof measuredand computedterminal characteristicsfor the singleLAMSTF
electromagnet mentioned above. The agreement is not perfect, but sufficient to
validate the approachand can, of course,be improved by adjustment of parameters.

PART 2 - IMPLEMENTATION of LARGE ANGULAR ROTATION

Linear Modelling

A portion of the developmentof the idealizedgoverningequations for LAMSTF
will be briefly reviewedhere. Further details aregiven in References7,8. The magnetic
forces and moments acting on a magnetizedcore in a "large-gap" magnetic suspension
systemcanbe approximatedasfollows :

Fc - V( M.VB"o ) Tc _- V( _i×g o ) (12)

- where 1_ representsthe magnetization of the magnetic core in_A/m, ]3 the applied
magnetic field in Tesla, V is the volumeof the magneticcore in m3, and the subscript o
indicates that the field or field gradient is evaluated at the centroid of the magnetic
core. Now, following the detailed developmentpresentedin reference9, the effect of
changesin relative orientation betweenthe magnetic coreand the electromagnetarray
can be incorporated asfollows :

f c = ¥ [TmI[0B][Tm] -1 _

_c = V _ x ([Tm] t3)

(13)

(14)

Where a bar over a variable indicatesmagnetic core coordinates, [0B] is a matrix of
field gradients and [Tin] is the coordinate transformation matrix from electromagnet
coordinates to suspendedelement (magnetic core) coordinates. The axis systems and
somenomenclatureare clarified in Figure 17.

The fields and field gradients are created by an array of n electromagnets. Thus

we can write: g= [ K B ]i2a x (15)

where i'=(I 1, 12, ..., In)T and [ K B ] represents a matrix of field coefficients.

Similaxly, each element of [0B] can be written :
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0Bij = [ KOBij ] irnIax (16)

At this stage, the equations are quite general, but will now be considerably simplified
for the LAMSTF application. First, the magnetization of the suspended element is
assumed to be along its principal (2) axis :

M = ( My , 0,0 ) (17)

Continuing, the only large rotation of the suspended element is assumed to take place
about the z axis, so [Tm] becomes :

Cos 0z Sin 0z 0 l
[Tm] =[-Sin 0z Cos 0z 0

Lo 0 1

(18)

Substituting, expanding and collecting terms :

D

Ty

Tg

Fx

Fy

(19)

- where :

[KW]=I_ -[ KzJ ]Sin0z[K xj+Cos0 z[Kyj
(20)

Cos 20z[Kxxj+2Cos0 zSin0 z[Kxyj+Sin 20 z[Kyyj

[KF]= -Cos0 z Sin0 z[Kxxj+(Cos 20 z-Sin 20z)[Kxy J+Cos0 zSin0 z[Kyy

Cos0 z[Kxzj+Sin0 z[Ky z J

-(21)

Now there are two related problems to solve. Firstly, the equilibrium currents required
to support the weight of the suspended element may be found by using :

F z = F_ = m c g = V M s B_:_

-(12)
Ty=T_=F_=Fy=0

where m c is the mass of the suspended element. Equation 19 can now be solved for
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required currents as a function of yaw orientation Oz. As a point of interest :

me g = 0.0962 Tesla/m in this case - (13)
B_ - V Mi

Secondly, a decoupling matrix is required so that the conroller can call for the

appropriate combination of electromagnet currents to create the required forces and
moments. This can be found by direct inversion of the [KT/KF] matrix from Equation

119, giving : T:?

T_-1

I'demand = KF

F_

F_
demand

Note that the [KT/KF] matrix is a function of Oz . Initially, it has been found
convenient to normalize the inverted [KT/KF] matrix column-by-column, with the

normalization factor being incorporated into the loop gain.

The variable decoupling matrix is incorporated into the controller in the

following way. Matrices are calculated at frequent intervals (6 ° presently) and stored in
memory. The controller interpolates in real-time between these matrices. The first
three matrices, individually normalized, are shown here for reference :

I'demand0=0° =

0.7713

1

0.8584

0.8584

1

0 1 0 -1

1 -0.8091 0.6182 -0.3092

0.6178 0.3091 -1 0.8092

-0.6178 0.3091 1 0.8092

-1 -0.8091 -0.6182 -0.3092

T:?

T_

Fi

F_?

F_
demand

Idemando=6° =

0.7637 -0.1069 1 -0.2091 -I
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I'demand0= 12 °

0.7655 -0.2091 0.9339 -0.409 -1

0.9405 0.8708 -0.5111 0.8708 -0.5112

0.8916 0.7472 -0.1068 -1 0.6841

0.7958 -0.409 0.6840 0.7472 0.9339

1 -1 -1 -0.209 -0.1069

F_

F_,

F_

I
-] demand

For this interpolation, the controller must have information as to the actual yaw
orientation of the suspended element. It was realised that under certain circumstances
this information could be deduced in near real-time from the observed behaviour of the

suspended element, rather than by direct global measurement of the suspended element
orientation, in at least two ways.

A. Yaw Error Tracking

Suspension is established at a known reference orientation. If the sensor

framework is now rotated (by hand) through some small angle, the suspended element
will tend to become misaligned relative to the sensors. This yaw error signal is filtered
to remove the effects of noise and the natural motion of the suspended element in
response to small disturbances. Once the filtered error reaches a preset threshold, the
controller steps through the array of decoupling matrices in an attempt to drive the yaw
error back to zero. This method is rather crude, but has proven to be unexpectedly
reliable.

B. Current Distribution Analysis

The predicted current distributions required to suspend at various yaw
orientations, together with actual measurements, are shown in Figure 18. It should be
noted that the distributions are almost perfectly sinusoidal in nature. By
straightforward analysis of an observed current distribution, again with some filtering to
remove the effects of noise and so forth, it is possible to deduce the orientation of the
suspended element.

In both cases, the algorithm cannot accommodate a steady-state applied yaw
torque. Nevertheless, the fact that the position sensor framework does not require any
form of angular orientation sensor is a great practical advantage. A sequence of
photographs showing the system in operation is shown as Figure 19.

DISCUSSION

The simple eddy current model proposed appears to be satisfactory in the case of
large eddy current circuits in conducting, non-magnetic material. Relatively simple
computations are capable of providing reasonable estimates of important parameters,
with the option of refinement based on measurements of magnetic field or
electromagnet terminal characteristics. In the case of the iron electromagnet cores, or

at higher frequencies, more elaborate models have been proposed (for instance [9]), but
these have one potentially serious drawback. This is that the greater the elaboration in
the eddy current model, the more complex the overall suspension system model
becomes, and the greater the potential difficulty in manipulating this model in the
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process of controller synthesis using modern model-baseddesign methods. In some
applications, the simple model proposed,with parameter adjustment, may adequately
describe the eddy current influence on the dynamic behaviour, hence control
performance, of the system. Discrepanciesat frequencieswell outside (above) the
controller bandwidth would be of no consequence.

CONCLUSIONS

A simple model for the effect of eddy currents in the metallic structure of
LAMSTF has been proposedand validated by experiment. However, it has not yet
beenpossibleto fully describethe eddy currents in the position sensorframework due to
the geometriccomplexity involved.

Eddy currents have been shown to seriously affect field and field gradient
componentsin the frequencyrangeof interest, such that they must be incorporated into
a system dynamic model if modern control synthesis techniques are to be fully
successful.

The principal designobjective of LAMSTF, the 360° rotation about the vertical
axis, hasbeenachieved.
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Figure 1 - General Arrangement of the Large Angle Magnetic Suspension Test Fixture

Figure 2 - The Large Angle Magnetic Suspension Test Fixture
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Figure 3 - Schematic Diagram of Optical System
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Figure 4 - Schematic Diagram of Eddy Current Circuits in LAMSTF
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Figure 7 - Illustration of OPERA Flux Linkage Computation (B z shown)
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Practical Demonstration of Large Angular Rotation (0 °)

Figure 18 - Practical Demonstration of Large Angular Rotation (30 °)
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Practical Demonstration of Large Angular Rotation (60 °)

Figure 18 (concluded) - Practical Demonstration of Large Angular Rotation (120 °)
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ABSTRACT

A neural network controller has been developed to accommodate disturbances and nonlinearities

and improve the robustness of a magnetically suspended flywheel energy storage system. The
controller is trained using the back-propagation-through-time technique incorporated with a time-
averaging scheme. The resulting nonlinear neural network controller improves system
performance by adapting flywheel stiffness and damping based on operating speed. In addition, a

hybrid multi-layered neural network controller is developed off-line which is capable of improving
system performance even further. All of the research presented in this paper was implemented via

a magnetic bearing computer simulation. However, careful attention was paid to developing a
practical methodology which will make future application to the actual bearing system fairly
straightforward.

INTRODUCTION

Artificial neural networks are massively parallel systems of densely interconnected simple
processing elements which work together to adaptively produce a complex input/output functional
relationship through a learning process. Since they were developed based on the understanding of
how the human brain functions, physically neural networks can be visualized as a very simple
model of the massive interconnections of neurons which make tap the human brain.

Neural networks have been developed over the past 40 years. In the 1950's, research was
carried out utilizing neural networks composed of individual neurons (nodes) called perceptrons.
A considerable amount of progress was made with these networks and associated learning
algorithms; however, they were only capable of learning linear relationships [1,2]. Because the

ability to learn and represent nonlinear relationships is highly desirable, in ensuing years many
researchers pursued methods to surpass the capabilities of perceptrons. In the 1960's, for
example, Bernard Widrow developed networks composed of adalines and madalines which
improved the overall capabilities of neural networks even in the area of representing nonlinear
functions [ 1]. However, a practical, universally applicable network and training scheme which
could accurately learn highly nonlinear relationships alluded Widrow and others. It was not until

1974 that the long awaited breakthrough was made by Werbos [3]. His work was popularized by
Rumelhart, et al. [4] in 1986 and is now commonly know as back-propagation. Since that time,
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many researchers have made further advancements in artificial neural networks. Numerous new
network configurations and training algorithms have evolved as well as countless practical

applications [ 1,21.

The building blocks (nodes) of all artificial neural networks perform a very simple two-step
procedure. First, the inputs to a node are multiplied by independent weighting factors and then
added together. Second, this weighted sum is passed through some sort of function, usually a
nonlinear sigmoid function (see Figure 1). By connecting a large number of these elements
together and choosing the correct weighting factors, very complex input/output relationships can be
represented. However, to successfully achieve this goal, an appropriate network configuration and
training algorithm are necessary.

Primarily there have been two main neural network configurations which have developed over
the years. First, there are feed-forward networks which are composed of nodes fully
interconnected from one layer to the next, beginning with the input and culminating at the output

layer (see Figure 2a). Recurrent networks are the second predominant type of network
configuration. In these networks, all or a portion of the nodes are fully interconnected to every
other node and a few or all of the nodes are chosen as inputs and/or outputs (see Figure 2b).

In order to choose the proper weighting values to correctly represent a given relationship, a
network learning technique is necessary. Neural network learning algorithms can also be broken
down into two main categories: supervised and unsupervised. In supervised learning, desired

input/output pairs are provided and the network adapts in such a way as to learn the associated
relationship. Unsupervised learning, on the other hand, does not have desired input/output pairs
available to learn from. Instead, a performance criterion is utilized to judge whether the correct

relationship has been learned to a desired accuracy.

NEURAL NETWORK CONTROL SYSTEMS

Neural networks have been successfully implemented as system controllers in a number of

different ways. Primarily, existing control system designs have been utilized with neural
networks replacing various system components. For example, neural networks have been used as
inverse plant controllers, self-tuning regulators, and as part of model reference adaptive control
systems [5-7]. For this research, the existing PD controller in the magnetic bearing system was
chosen to be replaced with a neural network. A PD-like neural network control system can be
developed by feeding time-delayed inputs and direct inputs into the input nodes of a neural
network. With these inputs, a derivative can be developed as well as a nonlinear proportionality

resulting in a PD-like controller configuration.

Specific research in the area of neural network controller development for magnetic bearings has
been limited to date. The main contribution has come from the Swiss Federal Institute of

Technology. Researchers there have completed two stages of research. First, they have
successfully developed a neural network controller capable of suspending a one degree-of-freedom
iron sphere computer simulation. Second, they have experimentally suspended a single degree-of-
freedom floating ball using a control system consisting of a standard linear controller and a neural
network running in parallel [8]. This research produced significant results and provided the
motivation to pursue further developments in this area. There are, however, a number of
limitations in this research that need to be overcome. First, only a very small scale application was

dealt with (i.e. mass = 0.013 kg). Second, only self-suspension was investigated. Rotation,

especially at high speeds, produces a great deal of complications. And third, inefficient training
algorithms based on random adaptation methods were used. The inherent instability of magnetic
bearings makes these methods much less than ideal. Therefore, in order to address these areas and

392



pursue the development of a neural network controller for magnetic beatings further, a more
thorough analysis is considered in this research.

MAGNETIC BEARING FLYWHEEL ENERGY STORAGE SYSTEM

The University of Maryland has developed a combination electro/permanent magnet beating
system for use in flywheel energy storage. The design consists of a motor/generator sandwiched

between two pancake magnetic beatings which support a composite flywheel (see Figure 3). Each
degree of freedom in the system is controlled by an independent controller, and a SISO model of
the pancake magnetic bearing and control system is shown in Figure 4. In the bearing, a position
transducer senses the position of the flywheel and generates a control signal to drive the

electromagnetic coils producing the appropriate stabilizing force. Unfortunately from a system
design standpoint, the resulting control and stabilization of the system based on linear control
theory is not robust due to a number of nonlinearities and disturbances [9]. The following
nonlinearities and disturbances were incorporated into the magnetic bearing computer simulation
which was developed using Butcher's fifth-order Runge-Kutta method [ 10]. First, the
nonlinearity associated with the power amplifier saturation was included. The nonlinear

relationship (Ki) between the current supplied to the electromagnets and the resulting corrective
force (Fc) was also taken into account in the analysis. (see Figure 5) And finally, the nonlinearity
associated with the touch-down gap due to the back-up mechanical bearing was considered. The

disturbances included in this research are those resulting from the mass imbalance of the flywheel,
geometric error due to manufacturing and assembly tolerances, and error attributable to the
sensors.

NEURAL NETWORK CONTROLLER TRAINING TECHNIQUE

Out of all of the numerous training techniques developed for neural networks, only a fraction of
them are capable of addressing the unique problems encountered in controller training. A number
of candidates were evaluated [2], and the back-propagation-through-time method was chosen
because of its relative simplicity and proven performance.

The Back-propagation-through-time technique is based on the well documented learning
algorithm: back-propagation [1,2,4]. Back-propagation is a supervised training technique which
performs a gradient descent search for the optimal network weights. In control system
applications, the proper input/output relationship necessary to produce the desired response of the
plant is to be learned. Since back-propagation is a supervised learning technique which requires
sample input/output pairs of this unknown relationship, it cannot be used directly as a controller
training method.

In D.H. Nguyen and B. Widrow's paper [5], the following two-step procedure was outlined to
circumvent this problem. First, a neural network is trained to emulate the plant. To train this
network, appropriate plant input/output pairs need to be developed. Using these pairs, the network
can very easily be trained via back-propagation or some other technique. This procedure closely
parallels the plant identification procedure commonly performed in linear control system design.
The second step of the procedure is developing a relationship between the plant output error and
the error in the control signal. Because the plant emulator is a neural network, the error associated

with the plant output can be back-propagated through it. This back-propagated error produces the
desired relationship between the output and the control signal errors. The control signal error in
turn can be back-propagated through the controller and used to adapt the controller weights
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appropriately (see Figure 6). Because the plant output error cannot be back-propagated through the
plant, the neural network emulator had to be developed.

The exact step by step desired plant output is not known for the magnetic bearing system.
Therefore, an operating range is used as a more general system constraint in this work. The neural
network controller and plant are allowed to progress unaltered for a predetermined period of time
or until the operating range is exceeded. After this time, a performance criterion is calculated and
used to back-propagate the associated plant error through the neural network emulator and
controller. Since the controller and plant progressed through a number of time steps before

resulting in the output error and since the final controller output is not solely responsible for the
final state of the plant, this back-propagation procedure is continued through as many time
iterations as the system progressed in the forward mode. In this way, there is an error and weight

update associated with each controller output. It is this back-propagation of the output error
through numerous time steps that gives back-propagation-through-time its name. A graphical
representation of this procedure can be seen in Figure 7, where the C's, E's, and P's represent the
neural network controller, emulator, and plant respectively.

MAGNETIC BEARING SYSTEM IMPLEMENTATION

For the magnetic bearing system, the plant was defined as the power amplifier, voltage supply,
actuator coils, flywheel dynamics, and position transducer (see Figure 4). The remainder of the

system was replaced by the neural network controller.

Emulator Development

The first step in the back-propagation-through-time technique is the training of a neural network

plant emulator. In order to train the emulator, the appropriate inputs and outputs for modeling the
plant need to be determined. Utilizing discrete linear control system design representation, the
plant's dynamics in state-space notation can be expressed as:

x(k+ 1)=Ax(k) + Bu(k). (1)

Utilizing this representation, the present state of the plant and the plant inputs were chosen as the
inputs to the neural network emulator. The network outputs were chosen to be the future states of
the plant. The appropriate plant states were determined to be the coil current and the position and
velocity of the flywheel as sensed by the position transducer. The control signal and disturbance
force were chosen as the plant inputs. The corresponding inputs to the emulator are the control

signal, disturbance force, and present states of the plant (coil current, position, and velocity). The
outputs are the resulting states of the plant one time step later.

Because the magnetic bearing system is inherently unstable, it is not practically possible to
obtain the sample input/output pairs necessary for training the emulator without having a controller
in place. It would also be very expensive and impractical to build a controller just to obtain the data
necessary to develop another control system. Therefore, an alternate method of training the
emulator is necessary. One of the practically useful characteristics of the back-propagation-
through-time technique is its relatively high tolerance to emulator error. Because it is a one-step

predictor, as opposed to a multi-step predictor, it only requires relatively accurate modeling over
one time step. Linearization of a system over a single time step produces satisfactory accuracy in
most cases. Therefore, sample I/O pairs were generated based on an easily developed linearized
model of the plant. Following this approach, a suitable magnetic bearing emulator was trained. A
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conjugategradientlearningalgorithmwasusedfor trainingtheemulatorinsteadof back-
propagationbecauseof its superiorspeedandaccuracy.Theseadvantagescanbedemonstratedby
comparingtheresultsobtainedfromlearningasinewave. Theconjugategradientmethodlearned
theproperrelationshipapproximately17timesfasterwhileachievinganRMSEvalueoneorderof
magnitudebetterthantheback-propagationroutine. Whenappliedto trainingtheemulator,the
conjugategradientmethodachievedanRMSEvalueof 3.17x 10-8onatrainingsetconsistingof
600I/O pairs. Theresultingnetworkwassubsequentlytestingona setof 400I/O pairsproducing
acomparableRMSEvalueof 3.94x 10-8.

ControllerTraining

Becausenetworktraining is a trial and error procedure and the magnetic bearing is an inherently
unstable system, bearing damage is very possible due to excessive failures. To overcome this

problem, a two-stage training procedure was implemented. The first stage was to train the network
to perform self-suspension. Once this was accomplished, the bearing was allowed to rotate at
increasingly higher speeds while the controller continued to learn. If the speed is not increased too
quickly and appropriate operating ranges are chosen, learning is able to continue without any
failures taking place after self-suspension is accomplished. This is because learning takes place
when the designated operating range is exceeded; and if this range is chosen carefully, the system
will remain stable throughout this phase of training.

Before this two-stage training procedure was started, one more concern was dealt with. Neural

networks produce an instantaneous response while a time delay exists in the actuator coil. This
combination results in an overly sensitive controller which in turn causes system instability. The
neural network continually attempts to instantaneously bring the system to a point of equilibrium
without being influenced in any way by previous outputs. Therefore, the network does not allow
sufficient time for the actuator to respond properly to counteract the destabilizing force before a
new and possibly contradictory command is given.

Based on this insight, a time-averaging scheme for the neural network control signal was
developed. This time-averaging method takes the instantaneous output of the network and
averages it with previous outputs over a specified time period. This produces a control signal
which takes into account previous outputs and also causes a smooth signal to result. As long as
the time-averaging period is chosen appropriately, this technique tends to produce a stable system
(see Table I).

A number of different network configurations were successfully trained using the modified
back-propagation-through-time technique. The performance criterion (E) used during training was

E = oq x + ot2x; (2)

where _1 and o_2 were calculated based of the emulator such that the position and velocity of the
flywheel had comparable effects on the weight updating procedure. The values calculated were as

follows: _1 = 1.0 and o_2 = 0.00036 [2].

In the first stage of controller training, self-suspension, the networks learned quickly allowing
less than ten failures on average. The operating range specified for this stage was the entire touch-
down gap (0.00015 m). The resulting neural networks were capable of controlling the system at
1000 rpms. Operating at this speed, the networks went through an additional training procedure,
after which the weights were fixed. For this stage of training, an operating range of 0.00002 m
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wasspecifiedin conjunctionwith amoderatemassimbalancecorrespondingto asinusoidal
disturbanceof 10Newtons.A summaryof thetrainingrunfor thenetworkwith thebest
performanceis shownin TableII.

Thebestperformingcontrollerunexpectedlyturnedout to bea single-layernetwork. Even
thoughtheoreticallyanonlinearcontrollershouldbeabletoproducebetterresultsthana linear
controller,this is only trueif thepropernonlinearfunctionisdeveloped.It turnsout thatan
optimalcontrolsystemfor amagneticbearinghasanonlinearrelationshipwith respectto flywheel
rotationalspeed.Thismeansthatin orderfor acontrollertrainingalgorithmto producean
appropriatenonlinearnetwork,arelationshipinvolving therotationalspeedof theplantneedsto be
included. Thiswasnot thecasefor this trainingprocedure;therefore,theresultingnonlinear
relationshipsdevelopedby themulti-layeredneuralnetworkscannotbeexpectedto becorrect,and
neithercantheybeexpectedto outperforma single-layernetwork.Thisanalysisis alsoconfirmed
by theresultsof Krodiewski,et al [11].

In additionto thetrainingof thesenetworksusingback-propagation-through-time,ahybrid
multi-layeredneuralnetworkcontrollerwasdevelopedoff-line utilizing experimentalresultsof the
previouslytrainednetworks. In thisnetwork(seeFigure8), thespeedof theflywheelanda + 1
biasactastheonly inputs. Experimentallydeterminedcontrollerstiffnessanddampingfactors
appearasweightsin thesecondlayer. Thesecausetheeffectivestiffnessanddampingvaluesto
varybasedon thespeedof theflywheel (seeFigure9). Theoutputsof thethird layerof nodesare
theeffectivestiffnessanddampingfor thegivenspeed.In thefourth layerof nodes,thesevalues
aretakenasinputsin additionto theflywheel'spositionandvelocity. This layerof nodesis made
upof twoproductunitswhichmultiply theinputstogetherratherthancalculatingaweightedsum.
Finally, theoutputsof thesetwonodesarefedinto thefifth layerof nodesproducingthecontrol
signal(Vo).

PerformanceResults

Comparisonof thebestperformingtrainedneuralnetworkcontroller(NN) andthelinearcontrol
system(LCS)producedanotherunexpectedresult. Ascanbeseenfrom Figure10,the
performanceenvelopesfor thelinearcontrollerandtheneuralnetworkareverysimilar in thelow
to mid-speedrange. However,in thehigherspeedrange,theneuralnetworkperformancefar
exceedsthatof thelinearcontroller. A single-layerneuralnetworkisonly capableof producinga
linearrelationship;therefore,thequestionasto why it isableto outperformalinearcontrolsystem
designneedsto beanswered.Uponcloseranalysis,it turnsout thattheneuralnetworkin
conjunctionwith thetime-averagingschemeis ableto produceanonlinearrelationshipwith respect
to therotationalspeedof theflywheel. At low speeds,thetime-averagingperiodis negligible
comparedto thetimeperiodassociatedwith themassimbalance.However,astheflywheel speed
increases,thetimeperiodof themassimbalancerelateddisturbanceforcedecreases.Meanwhile,
thetime-averagingperiodremainsfixed. Asthespeedof theflywheelincreasesaboveacertain
level,thetime-averagingperiodbecomessignificantandcauseslowereffectivecontrollerstiffness
anddamping.Thisphenomenonbecomesmorepronouncedastheflywheel speedincreases,and
resultsin thedesirednonlinearcontrolsystemrelationshipnecessaryto improveperformance.
Hence,thecombinationof thetrainedsingle-layerneuralnetworkcontrollerandthetime-averaging
techniqueactuallyresultsin anonlinearratherthanalinearcontroller.Furtherperformance
improvementscanbeseento beachievedthroughtheuseof thehybridmulti-layeredneural
networkcontroller(HMLNN).

Thedisturbanceforcedueto amassimbalancecanbewrittenin theform:
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Fd= m eco2sin(c0t); (3)

wherem is themassof theflywheelandeis themassimbalancedistance.Usingthisrelationship,
newperformancecurvescanbegenerated.As canbeseenfrom Figure11,performancemeasured
by thisnewindexis alsoimprovedthroughtheuseof theneuralnetworkcontrollers.Thisresult
isverysignificantbecauseit demonstratesthattheneuralnetworkismuchmorelikely to beableto
controlthesystemat higherspeeds.It alsosuggeststhatcomparableperformancecanbeobtained
with a neuralnetworkcontrolledsystemsubjectedto reducedmanufacturingtolerancesanda
systemusinga linearcontrollerandmuchtightertolerances.

CONCLUSIONS/RECOMMENDATIONS

In thisresearch,thehistoricaldevelopmentsandbasicoperatingprinciplesof artificial neural
networkshavebeendiscussed.Theback-propagation-through-timetechniquehasbeendescribed
andmodifiedtoproduceaverypracticalcontrollertrainingtechniquefor themagneticbearing
system.Thetrainingprocedurehasbeenimplementedonacomputersimulation,andtheneural
networkcontrollersweresuccessfullytrained.Theresultingsystemperformancecharacteristics
werecomparedwith thoseof theexistinglinearcontrolsystem.Significantlyimproved
performancewasachievedfor boththesingle-layerandhybridmulti-layeredneuralnetwork
controllers.Theseimprovementsdemonstratetheadvantagesof usingneuralnetworksin control
systemdesignespeciallywhenthedesiredcontrollerresponseis nonlinear.

In orderto produceevenbetterperformingnonlinearcontrollers,thedevelopmentsof this
researchcanbeextended.Theon-linetrainingtechniquecouldbemodifiedto includethe
rotationalspeedof theflywheelasatrainingparametersothattheappropriatenonlinear
relationshipwouldbelearnedbya multi-layeredneuralnetwork.Theinclusionof thecoil current
asaninput to thecontrolsystemshouldalsobeinvestigated.Thisaddedinput maybeableto
improvecontrollerperformancefor bothstandardlinearcontrolsystemsandneuralnetworks. In
addition,anevenmoreaccuratecomputersimulationcouldbedeveloped.Thesimulationusedin
thisresearchincludesmostof theimportantsystemcharacteristics.However,thereareafew areas
thatstill needto beaddressed[9]. At highspeeds,anumberof factorsbeginto play asignificant
role. Forexample,gyroscopiceffectsathigh speedsmaketheassumptionof independentcontrol
axesincorrect.Materialdeformationathighspeedsalsoalterssystemperformanceduetogrowth
of theair gap. Additionally,magneticmaterialpropertiesalterdueto eddycurrentsandhysteresis.
Therefore,all of thesecharacteristicsneedto betakenintoaccountin orderto obtainanaccurate
model. However,nosimulationiseverperfect.Therefore,controllertrainingshouldbe
performedon theactualmagneticbearingflywheelenergystoragesystemin ordertopractically
proveandimproveon theresultsobtainedthroughsimulation.
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Figure 2a. Feed-forward network.
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Figure 7. Back-propagation-through-time procedure.

Time-ave'aging
Period

0.0002 se¢.

0.0005 sec.

0.0010 sex:.

Table I. Time-averaging Period Results

Results

unstable

stable - better performance at low to medium speeds

stable - better performace at higher speeds
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Table II. Neural Network Controller Training Results

Training

Self-suspension

1000 rpm

Network weights
(normalized)

w(1,1) -- -0.636254
w(1,2) = -0.455918

w(1,1) =- 1.31773
w(1,2) = - 0.777021

Adjusted
weights

w'(1,1) = -6.36254
w'(1,2) = -0.022796

w'(l,1) = - 13.1773
w'(1,2) = - 0.038851

Controller Stiffness

f(x) = 1I(1 + exp(-x))

-0.1' j...,._...,.,.. - 13.2 f(x) = x

_m_x

+1 _--_"-"-"__.....__0 f(x)=x _'o

= i.0

_ 1.0

Controller Damping

Figure 8. Hybrid multi-layered neural network controller.
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ABSTRACT

/)-

In this paper, a high accuracy linear positioning system with a linear force actuator and magnetic

levitation is proposed. By locating a permanently magnetized rod inside a current-carrying solenoid, the

axial force is achieved by the boundary eft_ct of magnet poles and utilized to power the linear motion, while

the force for levitation is governed by Ampere's Law supplied with the same solenoid. With the levitation

in a radial direction, there is hardly any friction between the rod and the solenoid. The high speed motion can

hence be achieved. Besides, the axial force acting on the rod is a smooth function of rod position, so the

system can provide nanometer resolution linear positioning to the molecule size. Since the force-position

relation is highly nonlinear, and the mathematical model is derived according to some assumptions, such as

the equivalent solenoid of the permanently magnetized rod, so there exists unknown dynamics in practicalapplication. Thus " "
robustness is an important issue in controller design. Meanwhile the load effect reacts

directly on the servo system without transmission elements, so the capability of "disturbance rejection" is

also required. With the above consideration, a time-delay control scheme is chosen and applied. By comparing
the input-output relation and the mathematical model, the time-delay controller calculates an estimation of

unmodeled dynamics and disturbances and then composes the desired compensation into the system.
Effectiveness of the linear positioning system and control scheme are illustrated with simulation results.

INTRODUCTION

Interest in research on large-gap magnetic suspension systems began in the early 1960's. The

principal goal was the elimination of aerodynamic support interference in wind tunnel testing. To early

1970's the interest extended to small-gap ones. The first system developed was the Annular Momentum

Control Device (AMCD) with applications to the stabilization and control of spacecrat_ [1]. This research

was continued with the Annular Suspension and Pointing System (ASPS) which provides orientation,

mechanical isolation, and fine pointing of space experiments[2][3]. For decades, Magnetic suspension

technologies (MST) have demonstrated their capabilities in many fields, from industrial compressors,

high-speed milling and grinding spindles, magnetically levitated trains, control wheel suspension for
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spacecraft to rocket propulsion turbomachinery. Important features of the magnetic suspensions and

actuator systems are:

(1) Versatility of the Electromagnetic Forces
The physical force of a magnetic circuit to a high-permeable armature is called the Maxwell-force.

Contrary to this commonly used force, the reaction force of a conductor carrying a current in a

magnetic field is called the Lorentz-force. By successful integration of these physical effects, the
constructed electromagnetic subsystem can be utilized as a rotary motor, linear actuator, radial

bearing, thrust bearing, etc.

(2) Molecule-size Resolution
One problem of electric motors is the ripple of motion at low-speed operating regions due to the

finite pole effect. The rotor always rests at the finite circumference positions which have the

minimum magnetic flux (potential energy). Thus there are inherited limitations for resolution of

control. The non-pole magnetic field provided by a coil, on the other hand, sets no resolution

limitation. The resolution limit, in turn, is set by sensors, instrumentation and control strategies.

Magnetic suspension systems provide a promising approach for achieving positioning with

nanometer resolution.

In this paper, a linear positioning system with a linear force actuator and magnetic levitation is to be

designed. By locating a permanently magnetized rod inside a current-carrying solenoid, the axial force is

achieved by the bounda_ effect of magnet poles and utilized to power the linear motion, while the force for

levitation isprovidedby the magnetic bearing and governedby the maximum iinkageprinciple.With the levitation

in a radial direction, there is no friction between the rod and solenoid. The demand of high-speed motion can

hence be achieved. Under the proposed arrangement, the axial force acting on the rod is a smooth function of

rod position, so the system can provide nanometer-resolution linear positioning to the molecule size. It is
known that an effective control system is the key condition for successful implementation of

high-performance magnetic levitated positioning systems. Major issues for design of such control systems

are:

(1) Nonlinearity
By assuming that the complete energy of the magnetic field is concentrated within the air gap. The

basic mathematical models of active magnetic bearings are obtained from Maxwell's laws. The

input-output relations are highly nonlinear despite the variables defined.

(2) Unmodelled Dynamics
Secondary effects such as copper resistance, stray fields and saturation are neglected.

(3) Disturbance Rejection
Because the load effect reacts directly on the servo system without the transmission elements, the

capability of "disturbance rejection" is also required.
With the above considerations, a time-delay control scheme with the properties of "robustness" and

"disturbance rejection" is utilized[4][5]. By comparing the input-output relation and the mathematical

model, the time-delay controller calculates an estimation of unmodeled dynamics and disturbances and then

composes the desired compensation into the system. Effectiveness of the linear positioning and control

systems is illustrated by numerical simulation results.
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SYSTEMDYNAMICS

SystemConfiguration

Theconfigurationof theproposedmagneticlevitatedlinearpositioningsystemis shownin Figure1. To
achievethefunctionof levitation,thecurrentin thesolenoidmustbe'keptin the directionthat canmaintain
thestabilityof radialmotion.Undersuchcondition,the magneticforcein the axialdirectiontendsto pushthe
rod awayfrom the centerof the solenoid.Hencea springis requiredto supply the force in theopposite
direction.Also,thespringmustbeprecompressedtoavoidanuncontrollableequilibriumpoint.Theadditional
magneticbearingsystemis usedto keepthemovingpartbalancedintheaxialdirection.With a biasedcurrent
fed to the solenoid,themagneticforce( F = I x B ) in the radial direction is utilized to suspend the moving

part, while, with the controlled current, the axial motion is governed by the force caused by the non-uniform
magnetic field in the boundary.

Permanently

Solenoid/--- Magnetized Magnetic

• .. .... ._.(__ _ Bearing

Spring

Figure 1 The configuration of magnetic levitated linear positioning system

Dynamics in Axial Motion

To derive the dynamics, a solenoid is employed to produce the equivalent magnetic field B of the

permanently magnetized rod and thus simplify the calculation of the force-position relationship. With such an

arrangement, the solenoid-rod configuration can be approximated as depicted in Figure 2. The force acting
on the inner coil due to the current in the outer coil can then be found with Ampere's Law.
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• • • • • •

Figure 2 Equivalent configuration

Consider two current-carrying

current-carrying elements is[6]

elements as shown in Figure 3. The force

_oI211 ^ r)dl2dll
dE- _al x(a2×

4xr

between the two

where dF ---

I.t0 =

dll,dl2 =

11,12 =

r=

force on element 1 due to current in element 2, N

permeability of air, Hm t

lengths of current-carriyng elements 1 and 2, respectively, m

currents in elements 1 and 2, respectively, A

distance between elements, m

unit vector in direction of current in element 1, dimensionless

_2 -- unit vector in direction of current in element 2, dimensionless

_--- unit vector in radial direction( from element 2 to 1), dimensionless

Applying the force-position relation to the equivalent model, it can be found that the force acting on the
inner coil with radius r: at position x 2 due to the current-carrying outer coil with radius r_ at position x_ is

given by the following equation:

ktollI2rlr2dOid02 . Icos0_ - sin02k 1

dF= 4rt_(xl x 2 r2sin02) 2 +(rlcos0t-r2c0s02)2] 3/?- 2) +(rxsin01-

x{[cos0j - sin0,k] x [(x2- xl; + (r2sin02- rlsin01)] + (r2cos02- rlcos01)_c]}

Hence the force in the axial direction can be expressed as

= -_tol112rlr2(x2 - Xl)(COS01c0s02 + sin01sin02)

dFx 47t_(x1-x:) 2 +(rtsin01-r2sin02) 2 +(rlcos0l-r2cos02)2] 3/2d01a92,

with the numerical calculation, the force-position relation of the rod, with 5000 Gauss of flux density at

one end on the axis shown in Figure 4, where r_ is 1.1 cm, r 2 is 1.0 cm, the length of the rod is 1.0 cm,

and the length of the solenoid is 10 cm. The result indicates that the solenoid-rod configuration

operates as a current-controlled stiffness nonlinear spring, so the model of axial motion can be simplified
and shown in Figure 5, where K_ is the preload spring, and K 2 is the equivalent model of the solenoid-rod

configuration.
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Figure 5 Simplified model of axial motion.
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The dynamic equation in axial motion can then be modeled as

JCl =X2

1 (Xl +Xp) +K2(xl) • (i + ib)]_c2= -_[Kl •

where

xl ' x2 = position and velocity of the rod respectively, cm, cm/sec

K1 = stiffness of the spring, N/cm

K2(x ) = current controlled stiffness of solenoid-rod configuration, N/A

xp = pre-compressed length of the spring, cm

ib = biased current for levitation, A
i = controlled current, A

rn = mass of the magnetic rod, kg

Dynamics of Radial Motion

To verify the function of levitation of the proposed mechanism, the dynamics of radial motion is taken

into consideration. Imagine a small deviation of the rod position in radial direction y:, then the radial force

can be modeled as

+ sinO l sin02) + (y2sinOl - rl)sin02] ._r_ ._n
= ktollI2rlr2[ r2sinO2(cOsOlcOsO--22 ........... 2-_3/2 UUlUO2,

dFy 47t_(xl x 2 _r2sin02) 2 +(rlcos01 -r2cos02) J- 2) +(y2+rlsin01

From the calculation, the result is shown in Figure 6. It is clear that, with positive current, the force

tends to force the rod staying in the central axial position. Any deviation in radial direction will cause a

force in the opposite direction to push it back. Hence the function of levitating is achieved. In this paper,

the motion in the radial direction is not controlled.
Since the system is passive and motion in the radial direction is confined, the open loop in the radial

direction poses no stability problem.
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CONTROLLER DESIGN

Time Delay Controller

Since the magnetic levitated positioning system is subjected to the load effect directly, the controller

must be good at disturbance rejection. Besides, the force-position relation is highly nonlinear. Hence the

Time-Delay Controller (TDC) design method proposed by Youcef-Toumi [3] is applied to control the rod
position.

Consider the axial motion to be controlled as

where

i = f(x, 0 + h(x, t) + B(x, t)u + d(t)

x = an n x 1 plant state vector,

f(x,t) = an n × 1 nonlinear vector represents the known dynamics,

h(x,0 = an 11x 1 nonlinear vector represents the unknown dynamics,

B(x,t) = an n × r control distribution matrix with rank r,

d(t) = an n × 1 unknown disturbance function.

Define the linear time-invariant reference model as

X,,, = Amxm+ Bmr
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andtheerrorbetweenthemodelandtheplantas

e = Xm -X.

The objective of the control scheme is to make the error behave as the desired dynamics

i_ =Ace = (Am +K)e

Combined with the plant dynamics and reference model dynamics, the error dynamics

formulated as

can be

6=Aee + [-f-h -d +Amx +Bmr-Bu -Ke]

To satisfy the desired error dynamics, the control input u must be functioned to make

[-f-h -d +A.,x +B.lr-Bu-Ke]=0

Observe the above equation; only h and d are unknown. They can be estimated from the measured

information at time t -L, with

fi(x,t) + d(t) = riO,,t- L) + a(t- L) = _,(t- L) - f (,,, t- L) - B0,, t - L)u(t- L).

Then the TDC control law is

u(t) = B+(t)[f (x, t - L) - x(t - L) + B(x, t - L)u(t - L) - fit) + Amx(t) + Bmr(t) - Ke(t)]

Rewrite the dynamics equation of the magnetic levitated linear positioning system as

.1¢1 =X2

x2----_ [K_.(x_+xp)]+ K2(xl).(i+ib)+mbi +bi

and let

0x2 h(x) :
fix) = -Kl" (xl +Xp)/m ' -K2(x0- (i +ib)/m - bi

then by choosing the reference model as

_:2 -100 -20
II II °)xl + i

x2 100

and K = 0, then the control force is
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i(t) = _-1 {Kl[xl(t-L)- x1(t)]/m- 5c2(t-L) + b(t-L)i(t-L)- lOOxl(l) - 20x2 (t) + 100r(t) }

The simulation results are shown in F!gure 7 and Figure 8. In the simulation, the control force is limited

with a saturation bound [-3.5, 10] and b is chosen to be a constant 10. Under the case in Figure 7, the

linear positioning system is subjected to a step disturbance in the axial direction at time t = 0.5 sec, whose

amplitude is -0.1. For the case in Figure 8, the system is utilized to move a load with mass equals to 5 m,
the mass of the moving part.
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Figure 7 Simulation result with Time Delay Controller.
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Time Delay Controller with Mean Value Theorem

The method described in the previous section requires the measurement of 22. It means that the designer

must take care of either the noise induced by numerical derivativeness or the setting up of the

accelerometer. An alternative scheme is introduced by Youcef-Toumi[4] with the application of

the mean-value theorem as follows:
Define the unmodeled dynamics W = h + d; the error dynamics can be written as

= A,e + [-f - W + Amx + B_r - Bu - Ke]

Integrate the equation at both sides to get

t _(t, 1:) [A,,x(x) + B,,,r('t) - if'r) - W('t) - Bu(x) - Ke(x)]dx
e(t) = _(t, t0)e(t0) + J't0

Vt >_to

416



where

• (t, x) = e A'(t-`)

Then

Iio ¢_(t, "O_(z)dz = ¢_(t,/0)e(to)- e(l) + If0 (I)(t, t)[Amx('t:)+ Bmr(t>- f(t)- Bu('I:)- Ke('l:)]dt

Utilizing the mean-value theorem approximation, the above equation can be approximated by

[I;0 (I)(t, I)dill(t) : d_(t, to)e(to)-e(t)+ I: ° q)(t, t)[Amx(t) + Bmr(t)- t"(1:)- Bu('I:) - Ke(t)]dt

Thus the control force can be found as

u=B+[A.,x +B,.r-f-* -Ke]

With the same choice of reference model in the previous section, the simulation result with

disturbance in axial force is given in Figure 9. Figure 10 demonstrates the result of load effect.
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Discussions

From the simulation results, the property of "disturbance rejection" of Time Delay Controllers is

demonstrated. Due to the saturation constraint in the control force, the controller can perform well with

limited external load. With the mean-value approximation, the performance is improved. But it requires

a higher sampling rate to gather more information in the delay time.
^

During the design stage, the choice of parameter b plays an important role. In general, if we, knoxi,

more about the nonlinear dynamics of the system to be controlled, we can have a better choice of b. Under

the situation that no information is given for the unknown dynamics, we usually choose b as a constant

value. From simulation results shown in Figure 11, we conclude that the larger b provides moreguaranteeon
A

the"disturbance rejection", but has poorer performance.But, the larger b drives the control force to the

saturation bound easily and consequently the system fails to work.
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CONCLUSION

Applying the equivalent magnetic flux density between the solenoid and permanently magnetized rod, a

method of modeling the force-position relation in the solenoid-rod configuration is proposed. Based on the

model, a "current controlled stiffness" spring serves as a low friction linear positioning system. Two kinds

of Time Delay Control schemes are applied to control the system. The Time Delay Controller is a fast

adaptive control scheme without identification of the dynamics of the plant to be controlled, so it can be

easily implemented. From the simulation results, the property of disturbance rejection is demonstrated.
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ABSTRACT

The tuning job of the compensator for levitating flexible rotors supported by active magnetic
bearings (AMB) concerns providing a good damping effect to the critical speed modes while avoid-
mg the spillover problem on the instability of higher bending modes. In this paper, an idea for

design of the control law of the compensator based on utilizing a third order low pass filter (LPF) is
proposed to essentially enable elimination of the spillover instability. According to the proposed
design method, good damping effects for the critical speeds are obtained by the usual phase lead/lag
function. Stabilization for all of higher bending modes is completed by the additional function of

the 3rd order LPF due to its phase lag approaching about -270 degrees in the high frequency domain.
This idea is made clear by experiments and simulations.

INTRODUCTION

To design control network driving active magnetic bearings (AMB) for flexible rotor levitation, it

is important to consider rigid mode levitation, controllability of flexible modes at critical speeds
and a stability margin for high frequency bending modes. For instance, a design of super critical
compressors supported by AMBs illustrates this point. In the first design phase, rigid mode levita-
tion performance is determined. Next,the well damping ratio of the first bending mode necessary to
pass the critical speed is determined according to Q-value criteria. Finally, the PID controller
transfer function is tuned so as to satisfy these two requirements and so as to avoid higher frequency
instability beyond 2nd bending modes. It is called a spillover problemJ_l

Usually, the PID control law with optional notch filters and/or low pass filters is used for tuning.
Otherwise, the increase of the internal damping of the rotor is improved. However, this design
method based upon the phase lead/lag function is not free from the spillover problem. However, the

presented method can provide a highly robust control system for the higher modes and satisfactory
performance for the controlled modes. It is possible to skillfully combine the commonly used
phase lead/lag function with the 3rd order LPF. How to design the 3rd order LPF is a main point of
this paper.

The phase lead/lag function can possibly provide enough damping performance to the rigid and
first bending modes. It can be done by placing these critical speeds in the phase lead domain. If a
flexible rotor system requires higher damping than one provided by the phase lead function, some
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optional function can be used just for passing the bending critical speeds. According to our expe-
riences, an optional network, called N-CROSS, is recommended. I:j It works only around the critical
speeds of the shaft bending modes during the rotor rotation. Then, the problem is how to design
the compensator featuring no spillover to potentially stabilize all the eigen modes.

The proposed design method features the addition of the 2nd order LPF to the usual PID compen-
sator in order to realize this 3rd order LPF. The center frequency of the 2nd order LPF coincides

with the eigen frequency of the rotor restricted by pin-pin boundary at AMB portions. This eigen

frequency is equal to the anti-resonance frequency located between the 1st and 2nd bending modes.
Since the total function of the controller network becomes a 3rd order LPF, the phase lag forwards

to -270 degrees, i.e., a 90 degree phase lead, in the high frequency domain. Therefore, all the higher
natural frequencies beyond the 2nd bending mode are essentially stable, i.e., completely free from

the spillover problem.
This idea is theoretically explained for a rotor system with onc AMB support. The effectiveness

of this design method is proven by numerical simulations and experimental results. The rotation
test is done with a low enough Q-value to pass the rigid and first bending critical speed without the

high frequency instability. The generalization of this design concept is finally proposed for the
flexible rotor borne by two AMBs.

A FLEXIBLE ROTOR WITH ONE ACTIVE MAGNETIC BEARING

A flexible rotor shown in Fig.1 is selected for explaining the fundamental idea of the design

method of AMB compensator. The rotor is supported by a ball bearing at the right end and by an
AMB at the other. The ball bearing placed here is represented by the pin boundary condition to

explain the idea clearly. The problem then focuses on to how to design the compensator driving the
AMB at the left side.

Touch-down A_B
Bearing /

¢e5 \ 1

_totor
rotor weight = 18 DN

Free-free natural frequency =

47 Hz (1st) 175 Hz (2nd)

Rated speed = 5,000 rpm

Fig.1 Experimental test rig

A gap sensor placed at the left side detects the rotor radial displacement which feeds its signal to
the controller. The signal from the controller drives the magnetic bearing force through the power

amplifier having a transfer function of unity. The rotor is connected to a motor with a flexible
coupling. The flexible coupling is flexible enough to satisfy the free boundary condition at the right
end of the rotor as shown Fig.2(a). Gyroscopic cffccts are neglected here.

Th,- ,t;_.-,i._,-ement vector is noted by X-IX ',X_]: X for thc rotor displacement at the AMB portion

an(J'X_'_t_the displacements of all _portion_ of'the k)tor except the AMB portion. The [(iern_e_l_
called the boundary displacement and the latter called the inner displacement vector. In h
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servo-control system, the boundary displacement X_ is measured and the AMB force U acts upon
Zo , o

the rotor according to a control law. Then, the equation of motion of the rotor-beanng system can
be written in matrix form as follows:

I II I IK''K21Ixl[°1M,, x_ + : u (1)
i% X2 K_2 K22 X_ I

where M and ..(1,3-1,2 ) indicate mass and stiffness matrices of the rotor system, respectively,. ° •

noted by'l for tfieinner portion and by 2 for the boundary AMB portion.
Any damping fdctors, e.g., shaft material damping, mechanical dampers, are neglected. In the

authors' opinion, the consideration of such system damping factors, in addition, will potentially
destroy the realization of practical robust control. Rotordynamics designers want to consider the
compensator design for the AMB, similarly, the design for oil-film bearings, i.e., neglecting any
system damping.

(c) Reduced Model

[ _AM8Fc_ce

co.- I

(a) Rotor System with an AMB

T

Deflection Mode

Bending Mode

(b) Transformation modes

Fig.2 Modelling by quasi-modal transformation

SYSTEM MODELLING

The equation of motion (1) of the rotor is formulated in FEM matrix forms on meshing by the
shaft beam element. The quasi-modal system reduction in a category of the modal synthesis is
applied to the original system. TM The quasi-modal transformation modes are determined by two
kinds of modes as shown in Fig.2(b):

(1) Pure bending mode _b obtained by eigen mode of the rotor if the pin condition is imposed
at the AMB portion.

(2) Rigid mode 6 obtaineo by deflection mode if the rotor is lifted to give the unit displacement
at the AMB portion.
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The quasi-modal transformation is defined by the following equation:

ixl i0  llslX-----

X2 0 I x2

where the variable s is a weighting value indicating the magnitude of the pure bending mode ob-
tained in the rotor bending critical speed mode.

From the result of the transformation, the following equation of motion of the reduced model
having 2 degrees of freedom is completed:

where m"=_'M1_, mc=C_}M_6, _:M_+6'M_6, k_--m_ogp2 and

_ = the natural frequency of the pure bending mode under the pin

boundary condition at the AffBportion.

This equation of motion having the mass interaction between the pure bending mode and the rigid
mode is equivalently converted to the spring interaction. This conversion is possible to provide the
reduced vibrating model visually composing the mass-spring connection, if a new absolute dis-
placement x* is introduced as s=a(x* - x2):

a=m_/m" = ¢_'M_d/_'M, ¢S (4)

E levi Ik..k.lI 1 [°1.. + = U,

m._m x2 sym. k._ x2 1 (5)

where m,_=a2m=, rn,_a--ma-m,_, k,,=m,_cop 2 and a--m=/m"=cS'M_6/¢'/4. q5

The obtained model is illustrated in Fig.2(c). The masses of meq 6 and meq indicate the equiva-
lent masses of the rigid mode and the pure bending mode, respectively.

CONVENTIONAL DESIGN CONCEPT FOR COMPENSATOR

The negative spring effect exhibited by the AMB is neglected. It can be easily compensated by
certain gain of the proportional action. The equation of motion (5) of the model is rewritten by the
state equation form as follows:

-aX+bu

y= cx (6)
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where

X2

x_
X= .

X2

?

, A=

c=lYl o o o}

0 0 1 0

0 0 0 1

-k,,/m,,_ k,,/m.,_ 0 0

k,,/m,, -k,,/m,, 0 0

b_

0

0

1/mo,_

0

a.qd

The controller design based upon
the modem control theory combin-
ing the full order observer and the
optimum feedback gain due to
LQR is applied to the model in the
manner as shown in Fig.3. [4]

One example of the transfer func-
tion of the compensator itself is ob-

tained as shown in Fig.4. The over-
all configuration of the transfer
function is fundamentally similar to

PID action, but down slope gain of
1st order LPF at the high frequency
domain.

The free-free eigen fre-
quency is indicated by the
bottom points of the dotted
curve. Therefore, the damp-
ing ratio of the rigid and
first bending mode of the
global system can be well
provided. However, higher
bending modes than the2nd
will be easily unstable due
to the phase lag at this
high frequency domain.

In fact, the phase curve on
the Bode diagram changes
from the phase lead region
to the phase lag region be-
yond the peak portion of the
gain curve. This phase lag
forwarding to -90 degrees

.provides a negative damp-
mg effect for high frequency
eigen modes of the global
system. This is the reason

why the spillover instability
is induced.

Magneticj I

Force f I IZ2 Bearing Vibralion

2... ....... .......

t'l I _'?' 12 I Observer System I -/

Fig. 3 Conventional control layout
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I J ]°rotor gain _.-, _-

z

80

60

40

20

0

-20

--1(

Inverse of

G,tIN_______

! I

._" /;i i! t

\1

10 102 10_
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Fig.4 Controller transfer funnction (Conventional design)
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PROPOSED DESIGN CONCEPT FOR COMPENSATOR

The idea of the new design comes from the fact that if this phase lag forwards to -270 degrees

instead of -90 degrees, the compensator can provide the positive damping to the system even in the
high frequency domain. [5] This idea can be realized by replacing the behavior of the 1st order LPF
of the conventional compensator by one of the 3rd order LPF. In other words, it is easily completed

by the cascade combination of the present type plus a 2nd order LPF as shown in Fig.5.
The type of the 2nd order LPF that must be added is now discussed. It is recommended that the

center frequency of the 2nd order LPF is tuned with the anti-resonance frequency, i.e., the eigen
frequency of the pure bending mode. This is because the rotor does not react to the resonance of the
2nd order LPF in the control network.

If the LQR method stated in the APPENDIX is applied to a control objector, composingthe rotor and

this 2nd order LPF, the required compensator is automatically designed. One of the transfer func-
tions of the proposed compensator is shown in Fig.6 including the 2nd order LPF. The dotted curve
indicates the inverse function of rotor response against force input, called the rotor gain. The peak
of the dotted curve indicates the anti-resonance frequency in which the amplitudes of the corre-

sponding AMB portions are zero, i.e., nodes on the pin-pin eigen modes.
In this figure, the phase lead covers the natural frequency of the rigid and first bending modes to

provide the well damping effects at the critical speeds. The phase lag starts beyond 80 Hz, but it
quickly passes -180 degrees before the 2nd bending mode and it finally moves forward to -270
degrees. Therefore, positive damping is provided to all bending modes of the global system beyond
the 2nd mode, ensuring stability. As
obviously shown in this phasc curve,
all of the higher frequency modes are
definitely stable. There is no
spillover problem. This controller
will be robust from the practical

viewpoint of the AMB compensator
design.

The result of the eigenvalue of the

global system is shown in Table 1.
Clearly all modes are completely sta-
bilized even with no material damp-

ing.
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Fig. 5 Control layout

(Proposed design)

Fig.6 Controller transfer function

(Proposed design)
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Table 1. Eigenvalue of the Flexible Rotor

Mode

Rigid mode
1st bending mode

2nd bending mode

3rd bending mode

4th bending mode

0rpm eigen value (_ %, Hz)
Closed loopOpen loop

O, 0

O, 47

O, 175

O, 285

O, 374

61.65038,
16.24556,

2.82522,

0.05888,

0.00009,

20

48

169

285

374

EXPERIMENTAL RESULTS

A control law is made by digital means with the following specifications:

- Bilinear S-Z transformation used for digitalization,
- 8 KHz for sampling frequency and
- DSP board (type ADSP320 made by Chubu Denki)

In the experiment, the integral action is added for statically levitating the rotor. A proportional
action is also included in addition, for cancelling the negative spring effect in the AMB.

For experimentally checking the stability of the developed control law of the 3rd order LPF, it is
compared with the commonly used PID control law as shown in Fig.7. In the case of the PID
control, depending on the increase of the feedback loop gain, the instability of the 5th bending mode
appears when the natural frequency of the rigid mode reaches 13 Hz. However, in the case of the
3rd LPF control, even if the rigid mode natural frequency is increased to 24 Hz, the bending mode

instability does not appear. This proposed controller is thus very robust.

0.20

0.15
rd_
¢-

O.lO-

_J

0.05-

Fig. 7
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As shown in Fig.8, the vibration
response curves are measured. 150
Compared with the PID, enough _.

damping effect is provided by the _ loo
proposed controller for the rigid and
first bending modes at the critical _

50
speeds. Small peak amplitudes are
obtained compared with the con- _<
ventional type. 0

As suggested in Fig.9 of the rela-
tion between the natural frequency
versus the AMB stiffness, the com-

pensator design concept is as fol-
lows:

gist Bending
A I L

Rigid I PO/''\ [ _

f-% I // '_rd_Lag

I
20 40 60 80

ROTATIONAL SPEED rps

Fig. 8 Vibration response curves

1st eigen mode (rigid mode) and 2nd eigen mode (1st bending mode) can take enough damping
ratio to pass the critical speeds owing to the phase lead. Consequently small Q-value design
is completed. If necessary, the N-cross can be optionally added for making the Q-value of
the 1st bending mode smaller.
The higher eigen modes than the 3rd (2nd bending mode) are stabilized due to the phase lag
of about -270 degrees. The spillover problem completely disappears for any higher frequency
mode.

The center frequency of the additional 2nd order LPF must be set with the anti-resonance
frequency located between the 2nd and 3rd eigen modes (1 and 2nd bending modes). Even

if the Q-value of the 2nd order LPF is high, the rotor does not react to such sensitivity as
high as in the compensator network.

GENERALIZATION OF PROPOSED DESIGN CONCEPT

The rotor borne by two AMBs at the left and right sides is quite common. The concept of the
compensator design developed for one AMB type can be enhanced to two AMB types. The natural

t-q

r,....)
z

<zy

<
z

(pin-pin) O" -180"
10 3

10 2.

10-

|_| ]t.qill

_ _ r,'Tl_'_l" _ -

_Nz__ 38Hz

10 10 2 10 3 10 4

BEARING STIFFNESS DN/mm

.<

GArN

2nd LPF

Fig. 9 Natural frequency map (One AMB)
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Fig. 10 Natural frequency map (Two AMBs)

frequency map is shown in Fig.10. On
the left side of the map the natural fre-
quency of the rotor subjected to free-
free boundary condition is plotted. On
the right side the natural frequency is
that of the pin-pin boundary condition.
The right side frequencies indicate anti-
resonance frequencies.

For the type of two AMB there are
two types of controller layouts: central-
ized and decentralized. The centralized

layout employing the translation and
tilting mode controls are suitable for the
control law of the 3rd order LPF. The
separation into both the modes and two

independent compensators are prepared
as shown in Fig. 11.

According to this separation, two

[

. Amplifier ]

It

l lr_ LagController

1
I Translation ]

Amplif

'I
3rd Lag

Controller

Tilting

Fig. 11 Centralized controller layout
types of the compensator are indepen-

dently designed, based on the design concept developed for the one AMB control •

- type 1 : translation mode compensator to control mainly the parallel rigid mode and the 1st
bending mode of the rotor.

- type 2 : tilting mode compensator to control mainly the conical rigid mode. (The 2nd bending
mode of the rotor must be included in the control frequency band, if necessary.)
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The obtained transfer functions of each compensator are shown in Fig.12 and 13. The center fre-

quency of the 2nd order LPF coincides with the 1st anti-resonance frequency of the rotor under the
pin-pin boundary condition, as shown in the natural frequency map of Fig.10.

The stability analysis of the global system is shown in Table 2. All of the bending modes are
stabilized without spillover problems, even if no material damping. Clearly the completed regula-

tors are very robust.
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Table 2 Eigenvalues of the Rotor (2 AMBs)

Mode

Translation mode

Tilting mode

1st bending mode

2nd bending mode

3rd bending mode

4th bending mode

0rpm eigen value (_ %, Hz)

Open loop Closed loop

p

O,

O,

O,

O,

O,

0

0

154

331

555

786

26.66492,

18.48787,

2.93966,

0.00290,

0.00091,

0.00023,

29

31

152

331

555

"/86
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CONCLUSION

A design concept for AMB control based on a 3rd order LPF is presented. It is a key point that'the

center frequency of the 2nd order LPF within it must be set by the anti-resonance frequency of the
rotor. The rotor system can be stabilized by positive damping due to phase lead for the rigid and 1st
bending modes, and due to phase lag with about -270 degree for the higher bending modes. The
completed compensator can potentially stabilize all of the bending modes with no material or struc-

ture of damping. The effectiveness of this design concept is proven in the experiment using the
rotor having one AMB.

This concept is generalized for the flexible rotor borne by two AMBs, as' this is a common type,
and its effectiveness is made clear by simulation.
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APPENDIX

By using a control objector composing of the rotor and a 2nd order LPF, the compensator of the

3rd order LPF is automatically designed. The corresponding state equation of this enlarged objec-
tor as shown in Fig.5 is written by the following formulas:

where

y--[c O] [ ×]Z

u=cvZ

(7)

From the state eqation, a control law obtained by the LQR manner is thus shown in Fig.6.
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